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Abstract. This paper is devoted to the error estimate for the iterative discontinuous Galerkin (IDG) method introduced in [P. Yin, Y. Huang and H. Liu. Commun. Comput. Phys. 16: 491–515, 2014] to the nonlinear Poisson-Boltzmann equation. The total error includes both the iteration error and the discretization error of the direct DG method to linear elliptic equations. For the DDG method, the energy error is obtained by a constructive approach through an explicit global projection satisfying interface conditions dictated by the choice of numerical fluxes. The $L^2$ error of order $O(h^{m+1})$ for polynomials of degree $m$ is further recovered. The bounding constant is also shown to be independent of the iteration times. Numerical tests are given to validate the established convergence theory.
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1 Introduction

This paper is devoted to the error estimate for the iterative discontinuous Galerkin (IDG) schemes, introduced in [36] to solve the boundary value problem for the nonlinear Poisson-Boltzmann (PB) equation,

\begin{align*}
-\lambda^2 \Delta u &= f(x) + e^{-u} \quad \text{in } \Omega \subset \mathbb{R}^d, \\
u &= g(x) \quad \text{on } \partial \Omega.
\end{align*}

\textsuperscript{*}Corresponding author. Email addresses: pemyin@iastate.edu (P. Yin), huangyq@xtu.edu.cn (H. Huang), hliu@iastate.edu (H. Liu)
In this model equation, \( u \) is the unknown in the bounded domain \( \Omega \), with \( f \) and \( g \) given; \( \lambda > 0 \) is a physical parameter, called scaled Debye length. In many physically relevant settings, this parameter is very small [16]. This PB equation appears in many applications, including semiconductor modeling [13, 30] and charged particles in solutions [15, 17].

There are two main challenges in numerically solving the PB problem (1.1), one is nonlinearity of the model, another is smallness of the parameter \( \lambda \ll 1 \). Resolution of the former requires some iteration techniques, instead of a direct discretization by standard methods; for the latter, one needs to properly choose initial guess for the iteration to converge. These two issues have been properly resolved by the IDG algorithm introduced in [36]. Such an algorithm involves two steps: (i) the nonlinear PB equation is iteratively approximated by a series of linear PB equations, and (ii) each linear PB equation is solved by the direct Discontinuous Galerkin (DDG) method following [23, 24]. As illustrated in [36], the iterative DG method has linear complexity in terms of the degree of freedom even for small \( \lambda \). Also, \((m+1)\text{th order of accuracy for } P_m \text{ polynomials was numerically observed in } [36] \). This work aims to obtain the optimal \( L^2 \) error for the IDG method rigorously.

Our main result may be stated as follows: for smooth solution \( u \) to the nonlinear PB equation (1.1), let \( u_n^h \) be the numerical solution to the linearized PB equation at step \( n \), generated by the DDG method using polynomials of degree \( m \) over computational cells of size \( h \). For some appropriate iterative step and initial guess \( u^0 \) for the iteration, there exists \( 0 < \mu < 1 \) such that the following estimate holds,

\[
\| u_n^h - u \|_{L^2(\Omega)} \leq \mu^\ast \| u^0 - u \|_{L^2(\Omega)} + C h^{m+1},
\]

for some constant \( C \) independent of \( h \) and \( n \). The idea to obtain this estimate is to split the error into iteration error \( \| u_n - u \| \) and discretization error \( \| u_n - u_n^h \| \) of the DDG method for the linearized PB equation with solution \( u_n \) at \( n \)-th step. The iteration error

\[
\| u_n - u \|_{L^2(\Omega)} \leq \mu^{\ast \ast} \| u^0 - u \|_{L^2(\Omega)}
\]

was already obtained in [36], hence the main task of this work is to estimate \( \| u_n - u_n^h \| \leq C h^{m+1} | u_n^{m+1} | \) for each linearized PB equation, and uniform boundedness of \( | u_n^{m+1} | \) in terms of \( n \).

Due to the nonlinearity of the problem, bounding \( | u_n^{m+1} | \) uniformly in \( n \) is more involved. There are three key ingredients in our analysis: (i) the elliptic regularity gives \( \| u_n^{m+1} \|_{L^{\infty}} \leq \| F \|_{L^\infty} \) with \( F \) involving \( u_n, f \) and the nonlinear term \( e^{-u_n} \), see Lemma 3.1; (ii) the Moser-type estimate is used to bound \( | e^{-u_n} |_{L^\infty} \) by \( | u_n |_{L^\infty} \) and \( \| e^{-u_n} \|_{L^\infty} \), see Lemma 3.2; and (iii) the point-wise bound in (2.7) for the iterative solutions is used to bound \( \| u_n^0 \|_{L^\infty} \) by \( \max \{ \| u^0 \|_{L^\infty}, \| u \|_{L^\infty} \} \) as shown in (3.10). These together suffice to deduce the desired uniform bound of \( | u_n^{m+1} | \).

Obtaining error estimates for various DG methods has been a main subject of research. For the linear Poisson equation with the Dirichlet boundary condition, a unified analysis was presented in [1] to obtain the best possible error estimates for a class of existing DG methods, including the optimal \( L^2 \) estimates for the method of Babuska [5], the
IPDG method [12], the method of Bassi-Reby [4], the LDG method [10], and the method of Brezzi et al. [6] due to their consistency and stability, as well as the sub-optimal $L^2$ estimates for the method of Bauman-Oden [3] and the NIPG method [33] due to certain inconsistency. For the IPDG method to linearized PB equations, the techniques in [1] can well be carried over; yet the optimal $L^2$ error given in [2] is, instead, concluded from some results in [32].

Note that the numerical flux in the DDG method involves interface jumps in second derivatives, analysis in [1] is not applicable in straightforward manner. For the DDG method applied to diffusion equations with periodic boundary condition, a novel global projection is introduced in [21] to estimate the optimal $L^2$ error. In this work we modify the projection in [21] to match with the given Dirichlet boundary condition. Such a modified projection may not be optimal, yet it is sufficient for us to obtain the optimal error in the energy norm. Recovery of the optimal error in $L^2$ follows from the usual duality-based lift technique, which is valid for the DDG method if the exact solution $u \in H^s$ for $s \geq 3$. For multi-dimensional non-structure meshes, the explicit projection is not available, we refer to [22] for techniques exploiting certain implicit projection defined by the DDG method on the associated elliptic problem. The projection error in [22] is obtained by refining the analysis in [1]. In contrast, the explicit projection essentially used in our constructive approach also gives an alternative approximation of the original elliptic problem.

The discontinuous Galerkin (DG) method we discuss in this paper is a class of finite element methods, using a completely discontinuous piecewise polynomial space for the numerical solution and the test functions. One main advantage of the DG method is the flexibility afforded by local approximation spaces combined with the suitable design of numerical fluxes crossing cell interfaces. More general information about DG methods for elliptic, parabolic, and hyperbolic PDEs can be found in the recent books and lecture notes, see, e.g., [19, 32, 34]. In particular, we refer to [2, 14, 36] for some DG methods applied to the PB equations. The idea of DDG methods for second order PDEs is to directly force the weak solution formulation of the PDE into the DG function space for both the numerical solution and test functions. A key feature in the DDG schemes proposed in [23, 24] lies in numerical flux choices for the solution gradient, which involves higher order derivatives evaluated crossing interfaces. The DDG method has been proven to be optimally accurate [21] and superconvergent [7] when applied to time-dependent diffusion equations [21, 23, 24]. DDG methods for second order linear elliptic equations were first studied in [18], and further extended to solve nonlinear Poisson-Boltzmann equation in [36]. This work is to develop convergence theory for the DDG method for elliptic equations [18, 36]. The DDG method has been extended to various applications from Fokker-Planck type equations [25–28] in biophysics to fluid equations such as the compressible Navier-Stokes equation [11].

The rest of the paper is organized as follows: in Section 2, we describe the formulation of the iterative DG methods and present the main results of this paper. In Section 3, we reformulate the DDG method for the model problem and construct a global projection.
Based on the projection, we obtain the error estimates of the DDG method in energy norm. In Section 4, the optimal $L^2$ error estimates of the DDG method is recovered from its energy norm. Numerical tests are given in Section 5 to examine the optimal error estimate of the DDG method and the IDG method. In Section 6, concluding remarks are given. In Appendix A, we present a detailed proof of Theorem 4.1 in Section 3, and part of the facts is shown in Appendix B.

Throughout this paper, we adopt standard notations for Sobolev spaces such as $H^s(D)$ on sub-domain $D \subset \Omega$ equipped with the norm $\| \cdot \|_{s,D}$ and semi-norm $| \cdot |_{s,D}$. When $D = \Omega$, we omit the index $D$, and when $s = 0$ we omit the index $s = 0$ too. We use the notation $A \lesssim B$ to indicate that $A$ can be bounded by $B$ multiplied by a constant independent of the mesh size. $A \sim B$ stands for $A \lesssim B$ and $B \lesssim A$.

2 The IDG scheme and main results

Recall that the following iteration was introduced in [36]: starting with an initial guess $u^0$, find $u^n(n=1,2,\cdots)$ iteratively by solving the linearized PB equation

$$\begin{cases}
-\lambda^2 \Delta u^{n+1} + k^n u^{n+1} = k^n u^n + f(x) + e^{-u^n} & \text{in } \Omega, \\
u^{n+1} = g(x) & \text{on } \partial \Omega,
\end{cases}$$

where for the purpose of error estimate $g(x)$ and $f(x)$ are assumed as smooth as needed, and $k^n = e^{-\text{essinf}(u^n)}$ is a properly chosen step parameter to enforce the convergence of the iteration.

Depending on the size of $\lambda$, there are two cases to consider for choosing the initial guess:

(i) If $\lambda = O(1)$, or $\lambda \ll 1$ but $f(x) \geq 0$ for all $x \in \Omega$, we take

$$u^0 = w,$$

where $w$ solves

$$\begin{cases}
-\lambda^2 \Delta w = f(x) & \text{in } \Omega, \\
w = g(x) & \text{on } \partial \Omega.
\end{cases}$$

(ii) If $\lambda \ll 1$, and there exists $x_0 \in \Omega$, such that $f(x_0) < 0$, we take

$$u^0 = \min \left\{ \ln \left( \frac{1}{\text{esssup}(-f_0)} \right), \text{essinf}(g(x)) \right\}, \quad x \in \Omega,$$

where $f_0 = \frac{f_0 - |f_0|}{2}$. Effectiveness of these choices has been numerically verified in [36].

2.1 Convergence rate of the iteration

Following [8], we define

$$M = \{ v \mid v \in H^1(\Omega), e^{-v} \in L^\infty(\Omega), v = g(x) \text{ on } \partial \Omega \}.$$
The weak solution formulation of (1.1) is to find \( u \in M \), such that
\[
B(u, v) = (f(x), v) + (e^{-u}, v), \quad \forall v \in H^1_0(\Omega),
\]

where \((u, v) = \int_{\Omega} uv dx\) denotes the inner product in the \( L^2 \) space, and
\[
B(u, v) = (\lambda^2 \nabla u, \nabla v)
\]
denotes the bilinear operator generated from the diffusion. Correspondingly, the weak solution formulation of (2.1) is: from \( u^n \in M \), we find \( u^{n+1} \in M \) such that
\[
B(u^{n+1}, v) + k^n (u^{n+1}, v) = k^n (u^n, v) + (f(x), v) + (e^{-u^n}, v), \quad \forall v \in H^1_0(\Omega),
\]

where \( u^0 \) is the chosen initial guess. For each \( u^n \in M \), (2.6) is shown in [36] to admit a unique solution \( u^{n+1} \in M \).

Regarding the convergence rate of the solution sequence \( \{u^n\} \) to \( u \), we obtained the following result in [36].

**Theorem 2.1 (Convergence rate).** The solution sequence \( \{u^n\}, (n = 0, 1, \cdots) \) of (2.6) converges to the solution \( u \) of (2.5) in \( M \) and satisfies
\[
u_n \leq u_1 \leq \cdots \leq u_n \leq u^{n+1} \leq \cdots \leq u \quad \text{in} \quad \Omega \quad \text{a.e.} \tag{2.7}
\]
Moreover,
\[
\|u^n - u\| \leq \mu^n \|u^0 - u\|,
\]
where
\[
0 < \mu = \frac{\alpha}{\sqrt{1 + \frac{2C_{\Omega} \lambda^2}{k^0}}} < \alpha
\]
and \( C_{\Omega} \) is a constant depending on \( \Omega \), with
\[
\alpha = 1 - \frac{e^{-\text{esssup} u}}{k^0} < 1.
\]

The iteration (2.1) is solved in [36] by the direct discontinuous Galerkin (DDG) method. We present the scheme here for the one dimensional case. To discretize the iterative weak formulation, we partition the domain \( \Omega = [a, b] \) into computational elements \( I_j = (x_{j-1/2}, x_{j+1/2}) \), \( h = x_{j+1/2} - x_{j-1/2} \), with \( x_{1/2} = a \) and \( x_{N+1/2} = b \). We denote by \( v^+ \) and \( v^- \) the right and left limits of function \( v \) at \( x_{j+1/2} \), and define
\[
[v]_{j+1/2} = v^+_{j+1/2} - v^-_{j+1/2}, \quad \{v\} = \frac{v^+_{j+1/2} + v^-_{j+1/2}}{2}.
\]
Define a discontinuous Galerkin finite element space
\[
V_h = \{v \in L^2(\Omega) : v|_{I_j} \in P^m(I_j), j = 1, 2, \cdots, N\},
\]
where \( P^m(I_j) \) denotes the set of polynomials of degree no more than \( m \) on \( I_j \).

In one dimensional case, (2.1) becomes

\[
\begin{align*}
-\lambda^2 u^{n+1}_{xx} + k^n u^{n+1}_x &= k^n u^n + f(x) + u^n \quad \text{in } \Omega, \\
I_1^n(a) &= g_1, \\
I_1^n(b) &= g_2.
\end{align*}
\]  

(2.8)

The DDG method for (2.8) is to find \( u_h^{n+1} \) such that for all \( v \in V_h \), \( j = 1, \cdots, N \),

\[
\lambda^2 \int_{I_j} u_h^{n+1} v_x \, dx + k^n \int_{I_j} u_h^{n+1} v \, dx + \lambda^2 \left( -\left( u_h^{n+1}\right) v + \left( u_h^{n+1} - u_h^n\right) v_x \right) \big|_{\partial I_j} = \int_{I_j} F^n v \, dx,
\]

(2.9)

where \( F^n = k^n u_h^n + f(x) + e^{-u_h^n} \) and \( v \big|_{\partial I_j} = v_{j+1/2} - v_{j-1/2} \). The numerical flux for (2.9) at interior interfaces is given by

\[
\tilde{u}_{hx} = \beta_0 \left[ \frac{u_h}{h} \right] + \{ u_h \} + \beta_1 h \{ u_{hx} \}, \quad \tilde{u}_h = \{ u_h \},
\]

(2.10)

where \( (\beta_0, \beta_1) \) are the admissible parameters. On the boundary \( x_{1/2} \) and \( x_{N+1/2} \), the numerical flux has the following form

\[
\begin{align*}
at x_{1/2}, & \quad \tilde{u}_{hx} = \beta_0 \frac{u_h^- - g_1}{h} + u_{hx}^+ \quad \tilde{u}_h = g_1, \\
at x_{N+1/2}, & \quad \tilde{u}_{hx} = \beta_0 \frac{g_2 - u_h^+}{h} + u_{hx}^- \quad \tilde{u}_h = g_2.
\end{align*}
\]

(2.11a) \hspace{1cm} (2.11b)

**Remark 2.1.** Numerical tests indicate that the boundary numerical flux of the following form

\[
\begin{align*}
at x_{1/2}, & \quad \tilde{u}_{hx} = \beta_c \frac{u_h^- - g_1}{h} + u_{hx}^+ \quad \tilde{u}_h = (1 - v) u_h^+ + v g_1, \\
at x_{N+1/2}, & \quad \tilde{u}_{hx} = \beta_c \frac{g_2 - u_h^+}{h} + u_{hx}^- \quad \tilde{u}_h = (1 - v) u_h^- + v g_2,
\end{align*}
\]

(2.12a) \hspace{1cm} (2.12b)

where \( \nu \in [0,1] \) is also admissible. The DDG scheme adopted in [36] corresponds to the case \( \nu = \frac{1}{2} \), that is,

\[
\tilde{u}_h \big|_{x_{1/2}} = \frac{u_h^+ + g_1}{2}, \quad \tilde{u}_h \big|_{x_{N+1/2}} = \frac{u_h^- + g_2}{2},
\]

for which the scheme is well-posed for

\[
\beta_0 > \Gamma(\beta_1), \quad \beta_c > \frac{9}{8} m^2.
\]

(2.13)

With the class of boundary fluxes in (2.12), a similar verification shows that the scheme is well-posed if

\[
\beta_0 > \Gamma(\beta_1), \quad \beta_c > \frac{(1 + \nu)^2}{2} m^2,
\]

(2.14)
where
\[
\Gamma(\beta_1) = \sup_{v \in P^{m-1}([-1,1])} \frac{(v(1) - 2\beta_1 \partial_2 v(1))^2}{\frac{1}{2} \int_{-1}^{1} v^2(\xi) d\xi}.
\] (2.15)

**Remark 2.2.** A quantitative estimate for \(\Gamma(\beta_1)\) is presented in [21] as
\[
\Gamma(\beta_1) = m^2 \left( 1 - \beta_1 (m^2 - 1) + \frac{\beta_2^2}{3} (m^2 - 1)^2 \right), \quad m \geq 1. \quad (2.16)
\]

For the stability of the DDG scheme with numerical fluxes (2.10) and (2.11) it suffices to select \(\beta_0 > \beta_0^*\), where
\[
\beta_0^* = \max\{\Gamma(\beta_1), 2m^2\}. \quad (2.17)
\]

The main result of this work is as follows:

**Theorem 2.2.** If \(\beta_0 > \beta_0^*\), then the solution sequence \(u_n^h \in V_h\) converges to the smooth solution \(u^n\) as mesh is refined. Moreover,
\[
\|u_n^h - u^n\| \leq Ch^{m+1} |u^n|_{m+1},
\]
where \(C\) is independent of \(h\) and \(n\).

**Remark 2.3.** Depending on different cases where \(u^0\) is either taken as in (2.4) or obtained by finding a unique \(u^0 \in M\) such that
\[
B(u^0, v) = (f(x), v), \quad \forall v \in H^0_0(\Omega). \quad (2.18)
\]
In the latter case, \(u_0^h\) is obtained from solving (2.18) by the same DDG method.

Once this is achieved, the triangle inequality leads to the error estimate for the IDG method,
\[
\|u_n^h - u\| \leq \|u_n^h - u^n\| + \|u^n - u\| \leq Ch^{m+1} |u^n|_{m+1} + \mu^n \|u^0 - u\|.
\]

The remaining task is to estimate the error for the DG discretization, i.e., to prove Theorem 2.2, and to show that \(|u^n|_{m+1}\) is uniformly bounded in \(n\). It suffices to prove the latter for large enough \(n\). Such a result can be summarized in the following.

**Theorem 2.3.** If \(f \in H^s(\Omega), s \geq m - 1\), then the solution to (2.8) with large \(n\) admits the following estimate
\[
|u^n|_{s+2} \leq C,
\]
where \(C\) may depend on \(\|u^0\|_{L^\infty}, \|u\|_{L^\infty}, \|f\|_{L^\infty}, g_i(i = 1, 2)\), or the parameter \(\lambda\), but independent of \(n\).

**Remark 2.4.** This result is also valid in multi-dimensional setting on rectangular grids. Yet for simplicity of presentation the proof in Section 3 is only given for one-dimensional case, for which bounding constants in the estimate can be made precise.
2.2 Scheme reformulation

In order to prove Theorems 2.2 and 2.3, we set

\[
\begin{align*}
U(x) &= u_n^{n+1}(x) - \left( g_1 \frac{x - b}{a - b} + g_2 \frac{x - a}{b - a} \right), \\
k &= \frac{k_n}{\lambda}, \\
F(x) &= ku_n^{n+1} \left( f(x) + e^{-u_n^{n+1}} \right) - k \left( g_1 \frac{x - b}{a - b} + g_2 \frac{x - a}{b - a} \right),
\end{align*}
\]

then (2.8) reduces to

\[
\begin{align*}
-u_{xx} + kU &= F(x) \quad \text{in } \Omega, \\
U(a) &= 0, \quad U(b) = 0. \quad (2.20)
\end{align*}
\]

Summation of the DDG scheme (2.9) over each computational cell \( I_{jk} \), \( j = 1, 2, \cdots, N \), by (2.19) gives a global DDG formulation for (2.20): find \( u_h \in V_h \) such that

\[
A(u_h, v) = \int_{\Omega} Fvdx, \quad \forall v \in V_h, \quad (2.21)
\]

where

\[
A(u_h, v) = \sum_{j=1}^{N} \int_{I_j} u_h x v x dx + k \int_{\Omega} u_h v dx + \sum_{j=0}^{N} \left( \hat{u}_{hx}^j \{ v \} + \{ v x \} \hat{u}_h \right)_{j+1/2}, \quad (2.22)
\]

the numerical flux in (2.22) is defined as the same as (2.10) for all interior cell interfaces. On the boundary \( x_{1/2} \) and \( x_{N+1/2} \), the numerical flux has the following form

\[
\begin{align*}
\hat{u}_{hx}^{1/2} &= \beta_0 \frac{[u_h]_{1/2}^{+}}{h} + (u_h x)_{1/2}^+, \quad [u_h]_{1/2}^+ = (u_h)_{1/2}^+, \\
\hat{u}_{hx}^{N+1/2} &= \beta_0 \frac{[u_h]_{N+1/2}^-}{h} + (u_h x)_{N+1/2}^-, \quad [u_h]_{N+1/2}^- = -u_{h(N+1/2)}^-.
\end{align*}
\]

For the test function \( v \), we abuse the notation as follows

\[
\begin{align*}
[v]_{1/2} &= \overline{v}_{1/2}^+, \quad [v]_{N+1/2}^- = -\overline{v}_{N+1/2}^-, \\
\{ v x \}_{1/2} &= \overline{v}_{1/2}^+, \quad \{ v x \}_{N+1/2} = \overline{v}_{N+1/2}^-, \quad (2.24a, 2.24b)
\end{align*}
\]

so to have a compact formulation in (2.22). For smooth solution \( U \in H^{s+1}(\Omega)(s \geq m \geq 1) \) to (2.20), the DDG method (2.21) can be shown to be consistent with (2.20) in the sense that

\[
A(U, v) = \int_{\Omega} Fvdx, \quad \forall v \in V_h. \quad (2.25)
\]

This when combined with (2.21) yields the Galerkin orthogonality:

\[
A(U - u_h, v) = 0, \quad \forall v \in V_h. \quad (2.26)
\]
For any function \( v \in V_h \), it has been proved in [36] for \( \beta_0 > \beta_0^* \),
\[
A(v, v) \geq \gamma \|v\|^2_E + k\|v\|^2, \quad \forall v \in V_h,
\]
(2.27)
where \( \gamma \in (0, 1) \) is some positive constant and
\[
\|v\|^2_E = \sum_{j=1}^N \int_{I_j} |v_j|^2 dx + \beta_0 \sum_{j=0}^N [v]_j^2 + \frac{1}{2}.
\]
(2.28)

3 Uniform boundedness of \( |u^n|_{s+2} \)

In order to prove Theorem 2.3, we first prepare the following two lemmas.

**Lemma 3.1.** Let \( U \) be the solution of (2.20) with \( F \in H^s \) for any \( s \geq 0 \), then
\[
\|U\| \leq \frac{(b-a)^2}{\pi^2} \|F\|, \quad \|U_x\| \leq \frac{b-a}{\pi} \|F\|.
\]
(3.1)
Moreover, for \( C_s = 1 + k + \cdots + k\lfloor \frac{s}{2} \rfloor + (s-2\lfloor s/2 \rfloor)(b-a)k\lfloor \frac{s}{2} \rfloor + 1/\pi \), we have
\[
\|U|_{s+2} \leq C_s \|F\|_s.
\]
(3.2)

**Proof.** By Poincare’s inequality we have \( \|U\| \leq \frac{b-a}{\pi} \|U_x\| \); integration of (2.20) against \( U \) gives
\[
\|U_x\|^2 + k\|U\|^2 = \int_a^b F Ud\xi \leq \|F\| \|U\|,
\]
(3.3)
these together yield (3.1). Taking square of (2.20) and integration gives
\[
\|U_{xx}\|^2 + 2k\|U_x\|^2 + k^2\|U\|^2 = \|F\|^2,
\]
(3.4)
hence \( \|U_{xx}\| \leq \|F\| \). For \( F \in H^s(\Omega) \) with \( s > 0 \) we use \( -\partial_x^{s+2} U = \partial^s_x F - k^s \partial^s_x U \) to obtain recursively
\[
\|\partial_x^{s+2} U\| \leq \|\partial^s_x F\| + k\|\partial^s_x U\|
\]
\[
\leq (\|F\|_s + k\|F\|_{s-2} + \cdots + k^r\|F\|_{s-2r}) + (s-2r)k^{r+1}\|U_x\| \quad (r = \lfloor s/2 \rfloor)
\]
\[
\leq (1 + k + \cdots + k^r)\|F\|_s + (s-2r)(b-a)k^{r+1}/\pi \|F\|
\]
\[
\leq C_s \|F\|_s,
\]
where \( \|U_{xx}\| \leq \|F\| \) has been used in the case when \( s \) is even. \( \square \)

**Lemma 3.2.** For \( v(x) \in H^i(\Omega) \cap L^\infty(\Omega) \) with \( i \geq 1 \), we have
\[
|e^i|_i \leq C \|e^0\|_{L^\infty} \left( \|v\|_{L^\infty}^{-1} + 1 \right) (|v|_i + \|v\|_{L^\infty}),
\]
(3.5)
where \( C \) depends upon \( b-a \) and \( i \), but is independent of \( v \).
This is the Moser-type calculus inequalities, see [29, Proposition 2.1] for functions defined in the whole space. For the case in a bounded domain, a modification is needed to yield a slightly different bound. In the one-dimensional case, we present a simple, self-contained proof as below.

Proof. By Faà di Bruno’s formula

\[
\frac{\partial^k v}{\partial x^k} = \sum_{i=0}^k \frac{i!}{l_1!l_2!\ldots l_i!} \partial_x^i v \prod_{j=1}^i \left( \frac{\partial_x^j v}{j!} \right)^{l_j},
\]

(3.6)

where the Diophantine equation \( \sum_{j=1}^i j!l_j = i \) holds with \( \sum_{j=1}^i l_j = l \). For \( g(v) = e^v \), we have

\[
|e^v| \leq \|e^v\|_{L^\infty} \sum_{i=0}^k \frac{i!}{l_1!l_2!\ldots l_i!} \prod_{j=1}^i \left( \frac{1}{j!} \right)^{l_j} \left\| \prod_{j=1}^i \left( \frac{\partial_x^j v}{j!} \right)^{l_j} \right\|,
\]

(3.7)

where we have set \( J := \{ j, 1 \leq j \leq l, l_j \neq 0 \} \). By Hölder’s inequality,

\[
\left\| \prod_{j\in J} \left( \frac{\partial_x^j v}{j!} \right)^{l_j} \right\| \leq \prod_{j\in J} \left\| \left( \frac{\partial_x^j v}{j!} \right)^{l_j} \right\|_{L_{l_j}} = \prod_{j\in J} \left( \frac{\partial_x^j v}{j!} \right)^{l_j},
\]

(3.8)

where \( \sum_{j\in J} \frac{1}{l_j} = \frac{1}{2} \). From the celebrated Gagliardo-Nirenberg inequality when applied to a bounded interval \( \Omega \) [31],

\[
\left\| \left( \frac{\partial_x^j v}{j!} \right)^{l_j} \right\|_{L_{l_j}} \leq C_1 \|v\|_{L^\infty}^{1-\alpha_j} \|\partial_x^j v\|^{\alpha_j} + C_2 \|v\|_{L^r},
\]

(3.9)

where \( r > 0 \) is arbitrary, \( \alpha_j \in (0,1) \) satisfy

\[
\frac{1}{l_j} - j = \left( \frac{1}{2} - i \right) \alpha_j,
\]

so that \( \sum_{j\in J} \alpha_j l_j = 1 \), with \( C_1, C_2 \) depending only on \( |\Omega| = b - a, j, i, l_j, p_j \), it follows that

\[
\left\| \left( \frac{\partial_x^j v}{j!} \right)^{l_j} \right\|_{L_{l_j}} \leq C \|v\|_{L^\infty}^{1-\alpha_j} (\|\partial_x^j v\|^{\alpha_j} + \|v\|_{L^\infty}^{\alpha_j}).
\]

This when combined with (3.8) yields

\[
\left\| \prod_{j\in J} \left( \frac{\partial_x^j v}{j!} \right)^{l_j} \right\| \leq C \prod_{j\in J} \|v\|_{L^\infty}^{\frac{l_j-1}{l_j}} \prod_{j\in J} \left( (\|\partial_x^j v\|^{\alpha_j} + \|v\|_{L^\infty}^{\alpha_j})^{l_j} \right) \leq C \|v\|_{L^\infty} \prod_{j\in J} 2^{1-\alpha_j} (\|\partial_x^j v\| + \|v\|_{L^\infty})^{l_j} \leq C \prod_{j\in J} 2^{1-\alpha_j} \|v\|_{L^\infty}^{l_j-1} \|v\|_{L^\infty}^{1} (|v|_1 + \|v\|_{L^\infty}),
\]

which upon insertion into (3.7) leads to the desired estimate.
Proof of Theorem 2.3. Let $c_i (i = 0, \cdots, 3)$ denote constants which may depend on $\|u^0\|_{L^\infty}$, $\|u\|_{L^\infty}$, $\|f\|_s$, $g_i (i = 1, 2)$, and physical parameters, but independent of $n$. From (2.7) it follows that \( k_n = e^{-\text{essin}(u^n)} \leq k_0 \) and $k \leq k_0 / \lambda^2$, as well as
\[
\|u^n\|_{L^\infty} \leq \max\{\|u^0\|_{L^\infty}, \|u\|_{L^\infty} \}, \quad (3.10)
\]
hence $\|u^n\|_{L^\infty} + k^n + C_s \leq c_0$. Using the regularity estimate (3.2) we have
\[
|u^{n+1}|_{s+2} = |U|_{s+2} \leq C_s \|F\|_s. \quad (3.11)
\]
Here the relation $U(x) = u^{n+1}(x) - \tilde{g}$ has been used, with
\[
\tilde{g}(x) = g_1 x - b + g_2 x - a.
\]
Note that for $s = 0$,
\[
|F|_0 = \|F\| \leq \frac{1}{\lambda^2} \left( k^n \|u^n - \tilde{g}\| + \|f\| + \|e^{-u^n}\| \right) \leq c_1.
\]
For $s \geq 1$, using (3.5) we have
\[
|F|_s \leq \frac{1}{\lambda^2} \left( k^n \|u^n - \tilde{g}\|_s + |f|_s + |e^{-u^n}|_s \right)
\]
\[
\leq \frac{1}{\lambda^2} \left( k^n \|u^n - \tilde{g}\|_s + |f|_s + \|e^{-u^n}\|_{L^\infty} \left( \|u^n\|_{L^\infty}^{s-1} + 1 \right) \left( \|u^n\|_s + \|u^n\|_{L^\infty} \right) \right)
\]
\[
\leq c_2 (\|u^n\|_s + 1).
\]
This when inserted into (3.11) gives
\[
\|u^{n+1}\|_{s+2} \leq c_3 (\|u^n\|_s + 1) - 1
\]
\[
\leq c_3^{[s/2] + 1} (\|u^n - |s|/2\|_{s-[s/2] + 1}) - 1.
\]
For $s$ even or odd, the right hand side is always bounded by $\|u^{l+1}\|_1$ for some $l = n - 1 - [s/2]$. Note that
\[
\|u^{l+1}\|_1 \leq \|U\|_1 + \|\tilde{g}\|_1 \leq C \|F\|_1 + \|\tilde{g}\|_1, \quad (3.12)
\]
which is also uniformly bounded. This completes the proof of Theorem 2.3.

4 Error estimates of the DDG method

With a bit abuse of the notation in Section 4.1 and Appendix A, $u$ is also used to denote any given function, instead of only the solution of the original PDE problem (1.1).
4.1 Global projection

A key step in obtaining the desired estimate in Theorem 2.2 is the global projection $P$ which we introduce below. For a given piecewise smooth function $u \in L^2(\Omega)$, we define $Pu \in V_h(m \geq 1)$ to satisfy the following relations,

$$
\int_{I_j} Pu(x)v(x) = \int_{I_j} u(x)v(x), \quad \forall v \in P^{m-2}(I_j), \; j = 1, \ldots, N, \quad (4.1a)
$$

$$(Pu)_x = \hat{u}_x \quad \text{at} \quad x_{j+1/2} \; \text{for} \; j = 1, \ldots, N-1, \quad (4.1b)
$$

$$
\{Pu\} = \{u\} \quad \text{at} \quad x_{j+1/2} \; \text{for} \; j = 1, \ldots, N-1, \quad (4.1c)
$$

$$
Pu(x^+_{i/2}) = u(x^+_{i/2}), \quad Pu(x^-_{N+1/2}) = u(x^-_{N+1/2}). \quad (4.1d)
$$

For smooth $u \in H^{s+1}(\Omega), s \geq 2$, we have $\hat{u}_{xj+1/2} = u(x_{j+1/2})$ and $\{u\}_{j+1/2} = u(x_{j+1/2})$.

Note that in case of $m=1$, the relation (4.1a) is redundant.

**Lemma 4.1.** For $(\beta_0, \beta_1)$ such that $\beta_0 > \beta_0^*$, (4.1) admits a unique projection $P$.

**Proof.** For given $u$, $Pu$ solves a linear system, hence its existence is implied by uniqueness. It suffices to prove $Pu \equiv 0$ if we take $u \equiv 0$.

From (4.1a-c) with $u = 0$ and integration by parts, it follows that for $w = Pu$,

$$
0 = -\sum_{j=1}^N \int_{I_j} w w_{xj} dx + \sum_{j=1}^{N-1} \left( \hat{w}_x[w] - \{w\} [w_x] \right)_{j+1/2}
$$

$$
= \sum_{j=1}^N \int_{I_j} w_x w_x dx + \sum_{j=1}^{N-1} \left( \hat{w}_x[w] + \{w_x\} [w_x] \right)_{j+1/2} + \left( w x^+_{1/2} - (w x^-)_{N+1/2} \right). \quad (4.2)
$$

From (4.1d) we see that $w(x^+_{1/2}) = 0$ and $w(x^-_{N+1/2}) = 0$, we can replace the last two terms by

$$(\hat{w}_x + \{w_x\})_{1/2} w^+_{1/2} - (\hat{w}_x + \{w_x\})_{N+1/2} (w x^-)_{N+1/2},$$

where $\hat{w}_x$ is defined as given in (2.23) for $u_h$ and $\{w_x\}$ is defined as given in (2.24) for $v$, so that

$$
0 = \sum_{j=1}^N \int_{I_j} w_x^2 dx + \sum_{j=1}^{N-1} \left( \hat{w}_x[w] + \{w_x\} [w_x] \right)_{j+1/2}
$$

$$
+ \hat{w}_x w_{1/2}^+ - \hat{w} w_{N+1/2}^+ + w^+_{1/2} (w x^+_{1/2}) - w^-_{N+1/2} (w x^-_{N+1/2})
$$

$$
\geq \gamma \left[ \sum_{j=1}^N \int_{I_j} w_x^2 dx + \beta_0 h \left( \sum_{j=1}^{N-1} \left( w_{j+1/2}^2 + (w_{1/2})^2 + (w_{N+1/2})^2 \right) \right) \right]
$$

$$
= \gamma \|w\|_{H^1}^2,
$$

for some $\gamma \in (0, 1)$, provided $\beta_0 > \beta_0^*$, by (2.27). We thus conclude $w \equiv 0$. \qed
As for the projection defined in (4.1), we have the following error estimate.

**Theorem 4.1** (The projection error estimate). Let $P$ denote the one dimensional global projection (4.1), then

$$Pv = v, \quad \forall v \in V_h. \quad (4.3)$$

Moreover, if $u|_{I_j} \in H^{s+1}(I_j)$ for $j = 1, 2, \ldots, N$, then we have the following estimates

$$\sum_{j=1}^{N} \| \partial_x^p(Pu - u) \|_{0,I_j}^2 \leq Ch^{2(\min\{s,m\} - p + 1)} \sum_{j=1}^{N} |u|_{s+1,I_j}^2, \quad (4.4a)$$

$$\sum_{j=1}^{N} |\partial_x^p(Pu - u)|_{\infty,I_j}^2 \leq Ch^{2(\min\{s,m\} - p + 1)} \sum_{j=1}^{N} |u|_{s+1,I_j}^2, \quad (4.4b)$$

for any $0 \leq p \leq \min\{s,m\}$, where $C$ is independent of $h$.

**Proof.** For $\forall u \in V_h$, a direct verification shows that $Pu$ when taken as $u$ satisfies (4.1). Uniqueness result stated in Lemma 4.1 asserts that $Pu = u$, as long as $u \in V_h$. The detailed proof of estimates in (4.4) is deferred to Appendix A for completeness.

\[\square\]

### 4.2 Error in energy norm

Recall the following estimate

$$|w|_{\infty,I_j}^2 \leq 2h^{-1}\|w\|_{0,I_j}^2 + h\|w_x\|_{0,I_j}^2, \quad \forall w \in H^1(I_j), \quad (4.5)$$

which can be verified by a direct integration.

For the error in energy norm, we have

**Theorem 4.2.** Let $u_h$ be the numerical solution to the DDG scheme (2.21) with $(\beta_0, \beta_1)$ satisfying $\beta_0 > \beta^*_0$, and $U$ be the smooth solution to problem (2.20), then

$$\|U - u_h\|_E \leq Ch^n |U|_{n+1}, \quad (4.6)$$

where $C$ is independent of $h$ and $n$.

**Proof.** By Galerkin orthogonality (2.26), we have

$$A(U - u_h, v) = 0, \quad \forall v \in V_h, \quad (4.7)$$

which can be rewritten as

$$A(e, v) = A(e, v), \quad (4.8)$$

where

$$e = PU - u_h, \quad e = PU - U. \quad (4.9)$$
For $e$, we use Theorem 4.1 to get
\[
\|e\|_{p}^{2} = \sum_{j=1}^{N} \int_{I_j} |e_x|^{2} dx + \frac{\beta_0}{h} \sum_{j=1}^{N} |e|^{2}_{l_{j+1/2}}
\leq 4 \left( \sum_{j=1}^{N} \|e\|_{l_{j+1/2}}^{2} + \frac{\beta_0}{h} \sum_{j=1}^{N} |e|^{2}_{l_{j+1/2}} \right) \leq C_1 h^{2m} |U|_{m+1}^{2},
\]
where $C_1$ is independent of $h$ and $n$.

On the other hand, a direct calculation of the right hand side of (4.8) gives
\[
A(e, v) = \sum_{j=1}^{N} \int_{I_j} e_x v_x dx + k \int_{\Omega} e v dx + \sum_{j=1}^{N} (\hat{e}_x[v] + \{v_x\}[e])_{j+1/2}
= - \sum_{j=1}^{N} \int_{I_j} e v x dx + k \int_{\Omega} e v dx + \sum_{j=1}^{N-1} (\hat{e}_x[v] + \{v_x\}[e])_{j+1/2}
+ \left[ \left( \beta_0 \frac{e^+}{h} + e^+_x \right) v^+_{1/2} + \left( \beta_0 \frac{e^-}{h} - e^-_x \right) v^-_{N+1/2} \right]
= k \int_{\Omega} e v dx + e^+_{1/2} v^+_{1/2} - e^-_x v^-_{N+1/2},
\]
where we have used the fact that
\[
\int_{I_j} e v x dx = 0, \quad v \in \mathcal{V}_h, \quad j = 1, 2, \ldots, N,
\]
and at $x_{j+1/2}, j = 1, 2, \ldots, N-1$,
\[
\hat{e}_x = (PU)_x - \hat{U}_x = 0, \quad \{e\} = \{PU\} - \hat{U} = 0.
\]
At $x_{1/2}$, we have $e^+_{1/2} = PU(x^+_{1/2}) - \hat{U}(x^+_{1/2}) = 0$, and also at $x_{N+1/2}, e^-_{N+1/2} = 0$.

Taking $v = e$ in (4.11) and using (2.27), we have
\[
k\|e\|^{2} + \gamma\|e\|_{p}^{2} \leq A(e, e) = k \int_{\Omega} e e dx + e^+_{1/2} e^+_{1/2} - e^-_x e^-_{N+1/2}
\leq k\|e\|^{2} + \frac{k}{4} \|e\|^{2} + \frac{\gamma\beta_0}{2h} \left( (e^+_{1/2})^{2} + (e^-_{N+1/2})^{2} \right)
+ \frac{h}{2\gamma\beta_0} \left[ (((e^+_x))_{1/2})^{2} + ((e^-_{x}))_{N+1/2})^{2} \right]
\leq k\|e\|^{2} + \frac{\gamma}{2} \|e\|^{2} + \frac{k}{4} \|e\|^{2} + \frac{h}{2\gamma\beta_0} \left[ (((e^+_x))_{1/2})^{2} + ((e^-_{x}))_{N+1/2})^{2} \right].
\]
By the estimates stated in Theorem 4.1, we have
\[
\frac{\gamma}{2} \|e\|_{p}^{2} \leq k\|e\|^{2} + \frac{h}{2\gamma\beta_0} \left[ (((e^+_x))_{1/2})^{2} + ((e^-_{x}))_{N+1/2})^{2} \right]
\leq \frac{k^0}{4A_1} \|e\|^{2} + \frac{h}{2\gamma\beta_0} \left( |e_x|^{2}_{l_{1/2}} + |e_x|^{2}_{l_{N/2}} \right) \leq C_2 h^{2m} |U|_{m+1}^{2}.
\]
(4.12)
Hence, \( \|e\|_E \leq 2C_2/\gamma h^m|U|_{m+1} \). This implies that
\[
\|u - u_h\|_E \leq \|e\|_E + \|e\|_E \leq Ch^m|U|_{m+1},
\]
where \( C \) is independent of \( h \) and \( n \).

### 4.3 The \( L^2 \)-error estimate

In this section we recover the \( L^2 \)-error estimate based on the error in energy norm using a “duality” argument.

**Theorem 4.3.** Let \( u_h \) be the numerical solution to the DDG scheme (2.21) with \( \beta_0 > \beta_0^* \), and \( U \) be the smooth solution to problem (2.20), then
\[
\|U - u_h\| \leq Ch^m|U|_{m+1},
\]
where \( C \) is independent of \( h \) and \( n \).

**Proof.** Consider the following problem
\[
\begin{cases}
-\psi_{xx} + k\psi = U - u_h & \text{in } \Omega, \\
\psi(a) = 0, & \psi(b) = 0.
\end{cases}
\]
Then \( \psi \in H^2(\Omega) \) and there exists \( C \) such that
\[
|\psi|_2 \leq C\|\theta\|, \quad \theta = U - u_h.
\]
On the other hand,
\[
\|\theta\|^2 = \int_a^b (-\psi_{xx} + k\psi) \theta dx.
\]
Integration by parts on each cell gives
\[
\begin{align*}
\|\theta\|^2 &= \sum_{j=1}^N \int_{I_j} \psi_x \theta_x dx + k \int_\Omega \psi \theta dx + \sum_{j=1}^{N-1} [\psi_x \theta] + (\psi_x \theta)_{1/2}^+ - (\psi_x \theta)^N_{j+1/2} \\
&= \sum_{j=1}^N \int_{I_j} \psi_x \theta_x dx + k \int_\Omega \psi \theta dx + \sum_{j=0}^N \left( \hat{\psi}_x [\psi] + \{\psi_x\} [\theta] \right)_{j+1/2} \\
&= A(\theta, \psi).
\end{align*}
\]
Here we have used the fact \( \psi_x = \{\psi_x\}, [\psi] = 0 \). From (2.26), it follows that \( A(\theta, \nu) = 0 \), we proceed
\[
\begin{align*}
\|\theta\|^2 &= A(\theta, \psi) - A(\theta, \nu) \\
&= \sum_{j=1}^N \int_{I_j} \theta_x (\psi - \nu)_x dx + k \int_\Omega \theta (\psi - \nu) dx \\
&\quad + \sum_{j=0}^N \left( \hat{\theta}_x [\psi - \nu] \right)_{j+1/2} + \sum_{j=0}^N \left( [\theta] \{ (\psi - \nu)_x \} \right)_{j+1/2}.
\end{align*}
\]
\[ \text{(4.16)} \]
We choose \( v \) as the continuous piecewise linear interpolant of \( \psi(x_{j+1/2}) \) so that \([v]=0\) and the standard approximation result (see [9], Theorem 3.1.5)

\[
\| \partial^q_x (\psi - v) \| \lesssim h^{2-q} |\psi|_2, \quad q = 0, 1. \tag{4.17}
\]

Based on this we proceed to estimate each term in (4.16): for the first term, we have

\[
\left| \sum_{j=1}^{N} \int_{I_j} \theta_x (\psi - v)_x dx \right| \leq \left( \sum_{j=1}^{N} \int_{I_j} |\theta_x|^2 dx \right)^{1/2} \left( \sum_{j=1}^{N} \int_{I_j} |(\psi - v)_x|^2 dx \right)^{1/2} \\
\leq \| \theta \|_E \| (\psi - v)_x \| \\
\leq Ch\|\theta\|_E |\psi|_2.
\]

The second term is bounded by

\[
k \left| \int_{\Omega} \theta (\psi - v) dx \right| \leq \frac{k^0}{\lambda^2} \left| \int_{\Omega} \theta (\psi - v) dx \right| \leq Ch^2 \| \theta \|_2, 
\]

where \( C \) is independent of \( h \) and \( n \). For the last term, it follows

\[
\left| \sum_{j=0}^{N} \left( \int_{I_{j+1/2}} (\psi - v)_x dx \right) \right| \\
\leq \left( \frac{\beta_0^2}{h} \sum_{j=0}^{N} |\theta|_{j+1/2}^2 \right)^{1/2} \left( \frac{h}{\beta_0} \right)^{1/2} \left( \sum_{j=0}^{N} \left( (\psi - v)_x \right)_{j+1/2}^2 \right)^{1/2} \\
\leq C\|\theta\|_E \left( \sum_{j=1}^{N} \| (\psi - v)_x \|_{I_j}^2 + h^2 \sum_{j=1}^{N} \| (\psi - v)_{xx} \|_{I_j}^2 \right)^{1/2} \\
\leq Ch\|\theta\|_E |\psi|_2. \tag{4.18}
\]

Here we have used the estimate (4.5). Putting together we see that

\[
\| \theta \|_2^2 \leq C_1 h (\| \theta \|_E + h \| \theta \|) |\psi|_2 \leq C_2 h (\| \theta \|_E + h \| \theta \|) \| \theta \| \Rightarrow \| \theta \| \lesssim Ch\|\theta\|_E,
\]

as long as \( h \) is small, where \( C_1, C_2 \) are independent of \( h \) and \( n \). This when using the obtained error in energy norm (4.6) gives (4.13). \( \square \)

4.4 Comments on extensions in dimension 2

The previous analysis can be extended to 2D rectangular meshes. First we take a tensor product of two one-dimensional projections as \( \Pi = P(x) \otimes P(y) \), then as in [21, Theorem
we can obtain the following approximation result: if \( w \in H^{s+1}(\Omega) \) for some \( s \geq 1 \), then

\[
\sum_i \sum_j |w - \Pi w|_{p,K_{ij}}^2 \leq C h^{2(\min\{s,m\}-p+1)} \sum_i \sum_j |w|_{s+1,K_{ij}}^2, \\
\sum_i \sum_j \|D^\alpha(w - \Pi w)\|_{p,\infty,K_{ij}}^2 \leq C h^{2(\min\{s,m\}-p+1/2)} \sum_i \sum_j |w|_{s+1,K_{ij}}^2,
\]

for any \( 0 \leq p \leq \min\{s,m\} \), where \( C \) is independent of \( h \). In the energy error estimate on 2D rectangular meshes, \( A(\epsilon,e) \) contains more than just boundary terms. However, a careful estimate following [21, Lemma 6.3] can lead to the estimate of form

\[
A(\epsilon,e) \leq C h^2 \min\{m+1,1\} |U|_{m+1} + \frac{1}{2} A(\epsilon,e) + k \|e\|^2, \tag{4.20}
\]

where \( e = \Pi U - u_h \in V_h \times V_h, \epsilon = \Pi U - U \), and \( K_{ij} = [x_{i-1/2},x_{i+1/2}] \times [y_{j-1/2},y_{j+1/2}] \), \( C \) is independent of \( n \) and \( h \). Such estimate can be used to obtain the desired order of error in the energy norm. The recovery of \( L^2 \) error is entirely similar. Without giving further details we state here the 2D result.

**Theorem 4.4.** Let \( u_h \) be the numerical solution to the 2D DDG scheme on rectangular meshes with \( \beta_0 > \beta_0^* \), and \( U \) be the smooth solution to problem (2.20), then

\[
\|U - u_h\| \leq C h^{m+1} |U|_{m+1}, \tag{4.21}
\]

where \( C \) is independent of \( h \) and \( n \).

## 5 Numerical tests

In this section, we will numerically validate the boundary flux (2.12) as \( \nu \) runs in \([0,1]\), through numerical convergence tests. The results show that \( \nu = 1 \) is the best choice, with which we further present a test on the IDG method for the nonlinear Poisson-Boltzmann equation. The result is in agreement with the obtained optimal \( L^2 \) estimate.

**Example 5.1.** Consider the following boundary value problem

\[
-u_{xx} = f, \quad u\left(-\frac{\pi}{2}\right) = e^{\sin\left(\frac{\pi}{2}\right)}, \quad u\left(\frac{\pi}{2}\right) = e^{\sin\left(-\frac{\pi}{2}\right)}, \tag{5.1}
\]

imposed on domain \([-\pi/2,\pi/2]\), with \( f = -\pi^2 e^{-\sin(\pi x)} (\cos^2(\pi x) + \sin(\pi x)) \). Its exact solution is known as

\[
u = e^{-\sin(\pi x)}. \]

For simplicity, we only test three cases with \( \nu = 0.0, \nu = 0.5 \) and \( \nu = 1.0 \). We first take \( \beta_1 = \frac{1}{2k(k+1)} \) and fixed parameters \( \beta_0, \beta_e \) satisfying (2.14) as listed in Table 1. The corresponding
Table 1: The choice of $\beta_0$, $\beta_1$ and $\beta_e$ for $P^m$ polynomials in 1D.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\beta_0$</th>
<th>$\beta_1$</th>
<th>$\beta_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.11</td>
<td>0</td>
<td>2.01</td>
</tr>
<tr>
<td>2</td>
<td>3.09</td>
<td>1</td>
<td>8.01</td>
</tr>
<tr>
<td>3</td>
<td>6.34</td>
<td>2</td>
<td>18.01</td>
</tr>
<tr>
<td>4</td>
<td>10.76</td>
<td>3</td>
<td>32.01</td>
</tr>
</tbody>
</table>

Table 2: 1D DDG scheme $L^2$ errors and orders.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\nu$</th>
<th>$N=20$</th>
<th>$N=40$</th>
<th>$N=80$</th>
<th>$N=160$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>error</td>
<td>error</td>
<td>order</td>
<td>error</td>
</tr>
<tr>
<td>1</td>
<td>0.0</td>
<td>0.121079</td>
<td>0.035682</td>
<td>1.76</td>
<td>0.0094379</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.107326</td>
<td>0.0307487</td>
<td>1.80</td>
<td>0.00793563</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.102474</td>
<td>0.0248212</td>
<td>2.05</td>
<td>0.00526192</td>
</tr>
<tr>
<td>2</td>
<td>0.0</td>
<td>0.00244011</td>
<td>0.000366626</td>
<td>2.73</td>
<td>5.2545e-05</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.00243223</td>
<td>0.000330262</td>
<td>2.88</td>
<td>4.4721e-05</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.00242468</td>
<td>0.000295932</td>
<td>3.03</td>
<td>3.6758e-05</td>
</tr>
<tr>
<td>3</td>
<td>0.0</td>
<td>0.000336115</td>
<td>2.08618e-05</td>
<td>4.01</td>
<td>1.2564e-06</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.000247371</td>
<td>1.55568e-05</td>
<td>3.99</td>
<td>9.4922e-07</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.00013989</td>
<td>9.19519e-06</td>
<td>3.93</td>
<td>5.8791e-07</td>
</tr>
<tr>
<td>4</td>
<td>0.0</td>
<td>8.56477e-06</td>
<td>3.15246e-07</td>
<td>4.76</td>
<td>1.1171e-08</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>8.56468e-06</td>
<td>2.91722e-07</td>
<td>4.88</td>
<td>9.7837e-09</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>8.56458e-06</td>
<td>2.71192e-07</td>
<td>4.98</td>
<td>8.4958e-09</td>
</tr>
</tbody>
</table>

Numerical results in Table 2 indicate that the DDG scheme is convergent with optimal $L^2$ errors of order $h^{m+1}$.

Note that (2.14) is only a sufficient condition for the DDG scheme to be stable, we hence also test $\beta_0 = \beta_e = 2$, $\beta_1 = \frac{1}{12}$ for $P^m$ ($m = 1, 2, 3, 4$), which are used in [24]. The errors and orders given in Table 3 also show the optimal convergence, yet are inferior to the results in Table 2.

The numerical results in both Table 2 and Table 3 clearly show that $\nu = 1$ is a better choice than $\nu < 1$. We hence will test the nonlinear 2D nonlinear PB equation only with the choice of $\nu = 1$.

Example 5.2. In this example we test the 2D nonlinear PB problem,

\[
\begin{aligned}
\begin{cases}
-\lambda^2 \Delta u &= f(x) + e^{-u}, & (x,y) \in \Omega = [0,1]^2 \subset \mathbb{R}^2, \\
 u &= g(x), & \text{on } \partial \Omega,
\end{cases}
\end{aligned}
\]

where $f = 2\lambda^2 \pi^2 \cos \pi x \cos \pi y - e^{-(\cos \pi x \cos \pi y)}$ and $g = \cos \pi y \cos \pi x$ on rectangular meshes. The exact solution is

\[ u = \cos \pi x \cos \pi y, \]
We use the iterative DG method as presented in [36], and the iteration process is terminated when $\|u^m_n - u^{m-1}_n\| < 1.0 \times 10^{-10}$. Note that in each iteration step we apply the same DDG scheme formulation as given in [36] for 2D rectangular meshes, yet using the boundary flux as given in (2.12) in both $x$ and $y$ direction with $\nu = 1$; while same problem is tested in [36, Example 4.2] with $\nu = 1/2$. For the DDG flux parameters we use those listed in Table 1, and for $P^m$ polynomial elements we test $m = 1, 2, 3$. For the parameter $\lambda$ we consider three cases with $\lambda = 1, 0.1, 0.01$. The initial guess $u^0_h$ is obtained by solving (2.18) by the same DDG scheme when $\lambda = 1$. But such a choice leads to unbounded $k_n$ quickly when $\lambda = 0.1, 0.01$, for which we simply take (2.4) for $u^0_h$. Note that (2.4) also works for $\lambda = 1$, yet consuming more iteration steps. The numerical results on both $L^2$ and $H^1$ errors are reported in Table 4, 5 and 6, from which we see that optimal orders are obtained.
Table 5: 2D IDG scheme on rectangular meshes, $\lambda = 0.1$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>iterations</th>
<th>$N=4$</th>
<th>$N=8$</th>
<th>$N=16$</th>
<th>$N=32$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>error</td>
<td>error</td>
<td>order</td>
<td>error</td>
</tr>
<tr>
<td>1</td>
<td>49</td>
<td>0.0400215</td>
<td>0.0148916</td>
<td>1.43</td>
<td>0.00471664</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.661225</td>
<td>0.435545</td>
<td>0.60</td>
<td>0.2669709</td>
</tr>
<tr>
<td>2</td>
<td>49</td>
<td>0.00160754</td>
<td>0.000225985</td>
<td>2.83</td>
<td>2.97089e-05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0536654</td>
<td>0.0129531</td>
<td>2.05</td>
<td>0.00320562</td>
</tr>
<tr>
<td>3</td>
<td>49</td>
<td>8.43495e-05</td>
<td>6.38459e-06</td>
<td>3.72</td>
<td>4.38122e-07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.00482977</td>
<td>0.000653397</td>
<td>2.89</td>
<td>8.42983e-05</td>
</tr>
</tbody>
</table>

Table 6: 2D IDG scheme on rectangular meshes, $\lambda = 0.01$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>iterations</th>
<th>$N=4$</th>
<th>$N=8$</th>
<th>$N=16$</th>
<th>$N=32$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>error</td>
<td>error</td>
<td>order</td>
<td>error</td>
</tr>
<tr>
<td>1</td>
<td>113</td>
<td>0.0162307</td>
<td>0.00412912</td>
<td>1.97</td>
<td>0.00111791</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.502242</td>
<td>0.252285</td>
<td>0.99</td>
<td>0.128061</td>
</tr>
<tr>
<td>2</td>
<td>113</td>
<td>0.00108235</td>
<td>0.000138494</td>
<td>2.97</td>
<td>1.97518e-05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0554368</td>
<td>0.0136678</td>
<td>2.02</td>
<td>0.00331356</td>
</tr>
<tr>
<td>3</td>
<td>113</td>
<td>5.5932e-05</td>
<td>4.3261e-06</td>
<td>3.69</td>
<td>3.55312e-07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.00406606</td>
<td>0.000543387</td>
<td>2.90</td>
<td>7.61175e-05</td>
</tr>
</tbody>
</table>

6 Conclusion

This paper is concerned with the optimal error estimate for the iterative discontinuous Galerkin (IDG) method introduced in [36] to the nonlinear Poisson-Boltzmann equation in terms of both the iteration step $n$ and the spatial mesh size $h$. The total error includes both the iteration error and the discretization error of the direct DG method to linear elliptic equations. For the DDG method, the optimal energy error is obtained by a constructive approach through an explicit global projection satisfying interface conditions dictated by the choice of numerical fluxes, followed by a careful recovery of the $L^2$ error of order $O(h^{m+1})$ for polynomials of degree $m$. Furthermore, we have shown that the bounding constant is independent of $h$ and $n$, using several techniques including the elliptic regularity, the Morser-type estimate of the nonlinear source, as well as the point-wise bound of the iterative solutions. With a little further effort the results can be extended to two dimensional settings.

A Projection approximation error

We now present a detailed proof of Theorem 4.1.
We mimic the proof in [21, Section 7, Theorem 7.1] to derive bounds on the difference \( u - Pu \) in terms of the Legendre coefficients of \( u \) in several steps (we only show the case of \( s = m \)):

Step 1: Denote by \( \phi_i = L_i(\xi) \), \( i \geq 0 \), the Legendre polynomial of degree \( i \) on \([-1,1]\) with \( \|\phi_i\|^2 = \frac{2}{2i+1} \) and \( \phi_i(\pm 1) = (\pm 1)^i \) and expand the function \( u \) and \( Pu \) on \( I_j \) into the series

\[
\begin{align*}
    u|_{I_j} &= \tilde{u}_j(\xi) := \sum_{i=0}^{\infty} u_i^j \phi_i(\xi), \quad (A.1a) \\
    Pu|_{I_j} &= \tilde{P}u_j(\xi) := \sum_{i=0}^{m-2} u_i^j \phi_i(\xi) + a_{m-1}^j \phi_{m-1}(\xi) + a_m^j \phi_m(\xi), \quad (A.1b)
\end{align*}
\]

which satisfy the orthogonal property (4.1a). Hence,

\[
(u - Pu)|_{I_j} = \sum_{i=m+1}^{\infty} u_i^j \phi_i(\xi) + (u_{m-1}^j - a_{m-1}^j) \phi_{m-1}(\xi) + (u_m^j - a_m^j) \phi_m(\xi).
\] (A.2)

In order to estimate (4.4), we find an equivalent expression as

\[
\begin{align*}
    \|\tilde{u}_j - \tilde{P}u_j\|^2 &= \|\tilde{u}_j - Q_m \tilde{u}_j\|^2 + \sum_{i=m-1}^{m} |u_i^j - a_i^j|^2 \frac{2}{2i+1}, \quad (A.3a) \\
    |(\tilde{u}_j - \tilde{P}u_j)| &\leq |\tilde{u}_j - Q_m \tilde{u}_j| + \sum_{i=m-1}^{m} |u_i^j - a_i^j| \cdot |\phi_i|_{\infty}, \quad (A.3b)
\end{align*}
\]

where \( Q_m \) is the standard \( L^2 \) projection from \( L^2[-1,1] \) onto \( P^m[-1,1] \) with \( Q_m \tilde{u}_j = \sum_{i=0}^{m} u_i^j \phi_i(\xi) \), so that

\[
\tilde{u}_j - Q_m \tilde{u}_j = \sum_{i=m+1}^{\infty} u_i^j \phi_i(\xi).
\]

Now, we show the upper bound of the right hand side of (A.3) term by term. By the definition of \( Q_m \), it follows that

\[
\begin{align*}
    \|\tilde{u}_j - Q_m \tilde{u}_j\| &= \inf_{v \in P^m[-1,1]} \|\tilde{u}_j - v\| \leq C|\tilde{u}_j|_{m+1}, \quad (A.4a) \\
    |\tilde{u}_j - Q_m \tilde{u}_j|_{\infty} &\leq Ch^{m+1/2} |u|_{m+1,I_j} = C|\tilde{u}_j|_{m+1}. \quad (A.4b)
\end{align*}
\]

Denote \( \partial_\xi \tilde{u}_j(\xi) = \sum_{i=0}^{\infty} \beta_i^j \phi_i(\xi) \), it was proved in [21, Section 7] that

\[
\begin{align*}
    \left| \sum_{i=m+1}^{\infty} u_i^j \phi_i(\pm 1) \right|^2 &\leq \frac{1}{2m+1} \|\partial_\xi \tilde{u}_j\|^2, \quad (A.5a) \\
    \sum_{i=1}^{\infty} |u_i^j|^2 &\leq 2\|\partial_\xi \tilde{u}_j\|^2. \quad (A.5b)
\end{align*}
\]
where \( \| \partial_z \tilde{u}_j \|^2 = \sum_{i=0}^{\infty} (\beta^j_i)^2 \frac{2}{2i+1} \) and

\[
\hat{u}^i_j = \frac{\beta^i_{j-1}}{2i-1} - \frac{\beta^i_{j+1}}{2i+3}, \quad i \geq 1.
\]

We are left to show the upper bound for \( \hat{u}^i_j - a^i_j \) for \( i = m - 1, m \).

Step 2: From the interface conditions and boundary conditions \((4.1b)-(4.1d)\) and a rearrangement of terms, we have for \( j = 1, \cdots, N - 1 \),

\[
\sum_{i=m}^{m} \phi_i(-1)(a^1_i - u^1_i) = \tilde{b}^1_1 := u^1_{j/2} - \sum_{i=0}^{m} \phi_i(-1)u^1_i,
\]

\[
\sum_{i=m}^{m} |\phi_i(1)(a^i_j - u^i_j) + \phi_i(-1)(u^i_j - a^i_1)| = \tilde{b}^1_j := 2\{u^1_{j+1/2} - \sum_{i=0}^{m} [\phi_i(1)u^i_j + \phi_i(-1)u^{i+1}_j]\},
\]

\[
\sum_{i=m}^{m} |q(i)(a^i_j - u^i_j) + q_1(i)(u^i_j - a^i_1)| = \tilde{b}^2_j := \tilde{h}u_{j+1/2} - \sum_{i=0}^{m} [q(i)u^i_j + q_1(i)u^{i+1}_j],
\]

\[
\sum_{i=m}^{m} \phi_i(1)(a^N_i - u^N_i) = \tilde{b}^N_j := u^N_{N+1/2} - \sum_{i=0}^{m} \phi_i(1)u^N_i,
\]

where

\[
q_0(i) = -\beta_0 \phi_i(1) + \phi'_i(1) - 4\beta_1 \phi''_i(1), \quad (A.8a)
\]

\[
q_1(i) = \beta_0 \phi_i(-1) + \phi'_i(-1) + 4\beta_1 \phi''_i(-1). \quad (A.8b)
\]

Since this linear system is uniquely solvable, we have

\[
\sum_{j=m}^{N} \sum_{i=m}^{m} |a^i_j - u^i_j|^2 \leq C \left( (\tilde{b}^1_0)^2 + (\tilde{b}^N_0)^2 + \sum_{j=1}^{N-1} ((\tilde{b}^1_j)^2 + (\tilde{b}^2_j)^2) \right). \quad (A.9)
\]

Here \( C \) is independent of \( N \). A detailed analysis of such independency will be given in Appendix B.

From

\[
\tilde{b}^1_0 = \sum_{i=m+1}^{\infty} u^1_i \phi_i(-1) = \sum_{i=m+1}^{\infty} u^1_i (-1)^i
\]

and \((A.5a)\), we have

\[
|\tilde{b}^1_0|^2 \leq \left| \sum_{i=m+1}^{\infty} u^1_i (-1)^i \right|^2 \leq \frac{1}{2m+1} \| \partial_z \tilde{u}_1 \|^2. \quad (A.10)
\]

In a similar fashion, we have

\[
|\tilde{b}^N_0|^2 \leq \left| \sum_{i=m+1}^{\infty} u^N_i (-1)^i \right|^2 \leq \frac{1}{2m+1} \| \partial_z \tilde{u}_N \|^2. \quad (A.11)
\]
As shown in [21, Section 7],
\[
\sum_{j=1}^{N-1} \left( (b_1^j)^2 + (b_2^j)^2 \right) \leq C(m, \beta_0, \beta_1) \sum_{j=1}^{N-1} \| \partial_x \tilde{u}_j \|_{m_1}^2. \tag{A.12}
\]

Thus, combining (A.9)-(A.12) gives
\[
\sum_{j=1}^{N} \sum_{i=m-1}^{m} |a_i^j - u_i^j|^2 \leq C \sum_{j=1}^{N} \| \partial_x \tilde{u}_j \|_m^2. \tag{A.13}
\]

Insertion of (A.4), (A.5) and (A.13) into the right hand side of (A.3) yields
\[
\sum_{j=1}^{N} \| u - Pu \|_1^2 \leq \frac{\hbar}{2} \sum_{j=1}^{N} \| \tilde{u}_j - Q_m \tilde{u}_j \|_m^2 + \frac{\hbar}{2} C \sum_{j=1}^{N} \| \partial_x \tilde{u}_j - \partial_x \tilde{v}_j \|_m^2, \tag{A.14a}
\]
\[
\sum_{j=1}^{N} \| (u - Pu) \|_{\infty, l_j} \leq C \left( \sum_{j=1}^{N} \| \tilde{u}_j - Q_m \tilde{u}_j \|_{\infty}^2 + \sum_{j=1}^{N} \| \partial_x \tilde{u}_j - \partial_x \tilde{v}_j \|_m^2 \right). \tag{A.14b}
\]

Replacing \( u \) by \( u - v \), where \( v \) is an arbitrary element in \( V_h \) and taking in to account that \( Pv = V, Q_m \tilde{v}_j = \tilde{v}_j \), then we have
\[
\sum_{j=1}^{N} \| u - Pu \|_1^2 \leq \frac{\hbar}{2} \sum_{j=1}^{N} \| \tilde{u}_j - Q_m \tilde{u}_j \|_m^2 + \frac{\hbar}{2} C \sum_{j=1}^{N} \| \partial_x \tilde{u}_j - \partial_x \tilde{v}_j \|_m^2, \tag{A.15a}
\]
\[
\sum_{j=1}^{N} \| (u - Pu) \|_{\infty, l_j} \leq C \left( \sum_{j=1}^{N} \| \tilde{u}_j - Q_m \tilde{u}_j \|_{\infty}^2 + \sum_{j=1}^{N} \| \partial_x \tilde{u}_j - \partial_x \tilde{v}_j \|_m^2 \right). \tag{A.15b}
\]

By Theorem 3.1.1 in [9], it follows
\[
\inf_{q \in p_{m-1}([-1,1])} \| \partial_x \tilde{u}_j - q \|_m \leq C \| \partial_x \tilde{u}_j \|_m = C \| \tilde{u}_j \|_{m+1}. \tag{A.16}
\]

Step 3: Plugging (A.4) and (A.16) into the right hand side of (A.15), it follows that
\[
\sum_{j=1}^{N} \| u - Pu \|_1^2 \leq Ch \sum_{j=1}^{N} | \tilde{u}_j |_{m+1}^2, \tag{A.17a}
\]
\[
\sum_{j=1}^{N} \| (u - Pu) \|_{\infty, l_j} \leq C \sum_{j=1}^{N} (| \tilde{u}_j |_{m+1}^2 + | \tilde{u}_j |_{m+1}^2) . \tag{A.17b}
\]

Applying standard scaling to (A.17), we arrive at (4.4) with \( p = 0 \).

Next, we show (4.4) with \( p \neq 0 \). From (A.2) and \( \partial_x = \left( \frac{h}{2} \right)^{-1} \partial_\xi \), it follows that
\[
\partial_x^p (u - Pu) |_{l_j} = \left( \partial_\xi^p (\tilde{u} - Q_m \tilde{u}) + (u_{m-1} - a_{m-1}^j) \phi_{m-1}^j(\xi) + (u_m - a_m^j) \phi_m^j(\xi) \right) \left( \frac{h}{2} \right)^{-p}. \tag{A.18}
\]
Then,

\[
\| \partial_x^p (u - Pu) \|_{0, I_j} \leq 3 \left( \sum_{i=m-1}^m |u_i' - a_i'|^2 \| \phi_i^{(p)}(\xi) \|_{0, [-1,1]}^2 \right) \left( \frac{h}{2} \right)^{-2p+1}, \tag{A.19a}
\]

\[
\| \partial_x^p (u - Pu) \|_{0, I_j} \leq C \left( \left( \sum_{i=m-1}^m |a_i' - u_i'|^2 \right) \left( \frac{h}{2} \right)^{-2p} \right). \tag{A.19b}
\]

Taking summation and again replacing \( u \) by \( u - v \) for any \( v \in V_h \), we have

\[
\sum_{j=1}^N \| \partial_x^p (u - Pu) \|_{I_j}^2 \leq 3 \sum_{j=1}^N \| \partial_x^p (u - Qu) \|_{I_j}^2 + \left( Ch \sum_{j=1}^N \inf_{\tilde{v}_j \in P^m([-1,1])} \| \partial_x \tilde{u}_j - \partial_x \tilde{v}_j \|_{m([-1,1])}^2 \right) \left( \frac{h}{2} \right)^{-2p}, \tag{A.20a}
\]

\[
\sum_{j=1}^N \| \partial_x^p (u - Pu) \|_{I_j}^2 \leq C \left( \sum_{j=1}^N \| \partial_x^p (u - Qu) \|_{I_j}^2 \right) \left( \frac{h}{2} \right)^{-p} + \left( \sum_{j=1}^N \inf_{\tilde{v}_j \in P^m([-1,1])} \| \partial_x \tilde{u}_j - \partial_x \tilde{v}_j \|_{m([-1,1])}^2 \right). \tag{A.20b}
\]

By plugging the standard \( L^2 \) projection error estimate

\[
\sum_{j=1}^N \| \partial_x^p (u - Qu) \|_{I_j}^2 \leq Ch^{2(m+1-p)} \sum_{j=1}^N |u|_{m+1, I_j}^2, \tag{A.21a}
\]

\[
\sum_{j=1}^N \| \partial_x^p (u - Qu) \|_{I_j}^2 \leq Ch^{2m+1-2p} \sum_{j=1}^N |u|_{m+1, I_j}^2, \tag{A.21b}
\]

and (A.16) with standard scaling into (A.20), the error estimates stated in (4.1a) and (4.1b) are obtained.

**B A uniform bound**

We now present a self-contained account to show that the bounding constant in (A.9) is independent of \( N \). Denote the coefficient matrix of unknowns in (A.7) by \( A \) and we shall show that for any \( N \),

\[
\| A^{-1} \| \leq K,
\]
uniformly in $N$. Note that $A$ can be written as

$$A = \begin{bmatrix} \tilde{c} & 0 & 0 & \cdots & 0 & 0 \\ \tilde{d} & \tilde{c} & 0 & \cdots & 0 & 0 \\ 0 & \tilde{d} & \tilde{c} & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & \tilde{d} & \tilde{c} \\ 0 & 0 & 0 & \cdots & 0 & \tilde{d} \\ \tilde{c} & \tilde{f} & 0 & \cdots & 0 & 0 \\ 0 & \tilde{c} & \tilde{f} & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & \tilde{c} & \tilde{f} \end{bmatrix}_{2N \times 2N}, \quad (B.1)$$

where

$$\tilde{c} = \begin{bmatrix} (-1)^{m-1} & (-1)^m \end{bmatrix}, \quad \tilde{d} = \begin{bmatrix} 1 & 1 \end{bmatrix},$$

$$\tilde{e} = \begin{bmatrix} q_0(m-1) & q_0(m) \end{bmatrix}, \quad \tilde{f} = \begin{bmatrix} (-1)^m q_0(m-1) & (-1)^m q_0(m) \end{bmatrix}, \quad (B.2)$$

where we have used the fact that

$$q_1(i) = (-1)^i q_0(i), \quad i = 0, 1, \ldots. \quad (B.3)$$

It suffices to show that the smallest eigenvalue of $B = AA^T$, denoted by $\lambda_{\text{min}}(B)$, is bounded from below for any $N$.

Note that

$$B = \begin{bmatrix} B_1 & B_2 \\ B_2^T & B_3 \end{bmatrix}_{2N \times 2N}, \quad (B.4)$$

where

$$B_1 = \begin{bmatrix} 2 \\ 4 \\ 4 \\ \vdots \\ 4 \\ 2 \end{bmatrix}_{(N+1) \times (N+1)}, \quad B_3 = \begin{bmatrix} \gamma_0 & \gamma_2 \\ \gamma_2 & \gamma_0 \\ \gamma_2 & \gamma_0 \\ \gamma_2 & \gamma_0 \\ \gamma_2 & \gamma_0 \end{bmatrix}_{(N-1) \times (N-1)}, \quad (B.5)$$
and

\[
B_2 = \begin{bmatrix}
\gamma_1 & \gamma_1 & \gamma_1 & \gamma_1 & \ldots & \gamma_1 \\
-\gamma_1 & \gamma_1 & \gamma_1 & \ldots & \gamma_1 & \gamma_1 \\
-\gamma_1 & -\gamma_1 & \gamma_1 & \ldots & \ldots & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots & \gamma_1 \\
\ldots & \ldots & \ldots & \ldots & \ldots & -\gamma_1 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \gamma_1 \\
\end{bmatrix}_{(N+1) \times (N-1)},
\]

(B.6)

with

\[
\gamma_0 = 2q_0^2(m-1) + q_0^2(m),
\]

(B.7a)

\[
\gamma_1 = (-1)^{m-1}q_0(m-1) + (-1)^m q_0(m),
\]

(B.7b)

\[
\gamma_2 = (-1)^m q_0^2(m-1) + (-1)^{m+1} q_0^2(m).
\]

(B.7c)

Take a nonsingular \( P \)

\[
P = \begin{bmatrix}
I_{(N+1) \times (N+1)} & -B_1^{-1}B_2 \\
0 & I_{(N-1) \times (N-1)}
\end{bmatrix}_{2N \times 2N},
\]

(B.8)

to obtain

\[
B' = P^T BP = \begin{bmatrix}
B_1 & 0 \\
0 & B_3 - B_2' B_1^{-1} B_2
\end{bmatrix}_{2N \times 2N}.
\]

(B.9)

By taking \( y = Px \), we have

\[
\lambda_{\min}(B) = \inf_{x \neq 0} \frac{x^T B x}{x^T x} = \inf_{y \neq 0} \frac{y^T B' y}{y^T P^T P y}
\]

\[
= \inf_{y \neq 0} \frac{y^T B' y}{y^T y} \geq \frac{\lambda_{\min}(B')}{\lambda_{\max}(P^T P)},
\]

(B.10)

where \( \lambda_{\max}(P^T P) > 0 \) denotes as the largest eigenvalue of \( P^T P \). Next, we prove that \( \lambda_{\max}(P^T P) \) is bounded from above and \( \lambda_{\min}(B') \) is bounded from below for any \( N \).

Note that

\[
P^T P = \begin{bmatrix}
I_{(N+1) \times (N+1)} & -B_1^{-1}B_2 \\
-B_2^{-1}B_1^{-1} & I_{(N-1) \times (N-1)} + B_2^T(B_1^{-1})^2 B_2
\end{bmatrix}_{2N \times 2N},
\]

(B.11)
with

\[
B_1^{-1}B_2 = \begin{pmatrix}
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & \ddots & \frac{1}{4} \\
-\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & \ddots & \frac{1}{4} \\
\frac{1}{4} & -\frac{1}{4} & \frac{1}{4} & \ddots & \frac{1}{4} \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & \ddots & -\frac{1}{4} \\
\end{pmatrix}_{(N+1) \times (N-1)}, \quad (B.12a)
\]

\[
B_2^T(B_1^{-1})^2B_2 = \begin{pmatrix}
\frac{1}{16} & \frac{1}{16} & \frac{1}{16} & \ddots & \frac{1}{16} \\
-\frac{1}{16} & \frac{1}{16} & \frac{1}{16} & \ddots & \frac{1}{16} \\
\frac{1}{16} & -\frac{1}{16} & \frac{1}{16} & \ddots & \frac{1}{16} \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
\frac{1}{16} & \frac{1}{16} & \frac{1}{16} & \ddots & -\frac{1}{16} \\
\end{pmatrix}_{(N-1) \times (N-1)}, \quad (B.12b)
\]

By Gershgorin circle theorem, it follows that

\[
|\lambda_{\text{max}}(P^TP) - (P^TP)_{ii}| \leq R_i, \quad i = 1, 2, \cdots, 2N, \quad (B.13)
\]

where \((P^TP)_{ii}\) is the \(i\)th diagonal entry, and

\[
R_i = \sum_{j \neq i} |(P^TP)_{ij}|. \quad (B.14)
\]

Thus, we have

\[
0 < \lambda_{\text{max}}(P^TP) \leq \max_i \left( |(P^TP)_{ii}| + R_i \right) = \frac{3}{8} r_1^2 + \frac{3}{4} |r_1| + 1. \quad (B.15)
\]

From (B.9), we have

\[
\lambda_{\text{min}}(B') = \min \{ \lambda_{\text{min}}(B_1), \lambda_{\text{min}}(B_3 - B_2^T(B_1^{-1})B_2) \}
\]

\[
= \min \{ 2, \lambda_{\text{min}}(B_3 - B_2^T(B_1^{-1})B_2) \}. \quad (B.16)
\]

Since

\[
B_3 - B_2^T(B_1^{-1})B_2 = \begin{pmatrix}
p - r & 2q & r \\
2q & p & 2q & r \\
r & 2q & p & 2q & r \\
2q & p & 2q & r \\
r & 2q & p & 2q & r \\
\end{pmatrix}_{(N-1) \times (N-1)} \quad (B.17)
\]
with
\[ p = \gamma_0 - \frac{\gamma_1^2}{2}, \quad q = \frac{\gamma_2^2}{2}, \quad r = \frac{\gamma_1^4}{4}. \] (B.18)

If we take \( \theta = \frac{\pi}{N} \), then the eigenvalues of (B.17) are (see [35])
\[ \lambda(B_3 - B_1^{-1}B_2) = (p - 2r) - \frac{1}{r} \left( q^2 - (q - 2r \cos j \theta)^2 \right), \quad j = 1, 2, \cdots, N - 1. \] (B.19)

Since \( \beta_0 > \beta_0^* \), we observe that
\[ q_0(m) = -\beta_0 + \frac{1}{2} m(m+1) - \frac{\beta_1}{2} (m-1)m(m+1)(m+2) < 0, \] (B.20a)
\[ q_0(m-1) = -\beta_0 + \frac{1}{2} m(m-1) - \frac{\beta_1}{2} (m-2)(m-1)m(m+1) < 0, \] (B.20b)
then we have
\[ |q| - 2r = \frac{|\gamma_2| - \gamma_1^2}{2} \]
\[ = \frac{1}{2} \left( (q_0^2(m-1) - q_0^2(m)) - (q_0(m-1) - q_0(m))^2 \right), \] (B.21)
if \( q_0(m) \leq q_0(m-1) < 0 \),
\[ |q| - 2r = q_0(m-1)(q_0(m) - q_0(m-1)) \geq 0; \] (B.22)
if \( q_0(m-1) \leq q_0(m) < 0 \),
\[ |q| - 2r = q_0(m)(q_0(m-1) - q_0(m)) \geq 0; \] (B.23)
which result in
\[ |q - 2r \cos j \theta| \geq |q| - 2r \geq 0. \] (B.24)
So it follows
\[ \lambda_{\min}(B_3 - B_1^{-1}B_2) \geq (p - 2r) - \frac{1}{r} (q^2 - (|q| - 2r)^2) \]
\[ = p + 2r - 4|q| \]
\[ = \gamma_0 - 2|\gamma_2| \]
\[ = 4 \min\{q_0^2(m-1), q_0^2(m)\} > 0 \] (B.25)
as needed.
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