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A B S T R A C T

An invariant-region-preserving (IRP) limiter for multi-dimensional hyperbolic conservation law systems is introduced, as long as the system admits a global invariant region which is a convex set in the phase space. It is shown that the order of approximation accuracy is not destroyed by the IRP limiter, provided the cell average is away from the boundary of the convex set. Moreover, this limiter is explicit, and easy for computer implementation. A generic algorithm incorporating the IRP limiter is presented for high order finite volume type schemes. For arbitrarily high order discontinous Galerkin (DG) schemes to hyperbolic conservation law systems, sufficient conditions are obtained for cell averages to remain in the invariant region provided the projected one-dimensional system shares the same invariant region as the full multi-dimensional hyperbolic system does. The general results are then applied to both one and two dimensional compressible Euler equations so to obtain high order IRP DG schemes. Numerical experiments are provided to validate the proven properties of the IRP limiter and the performance of IRP DG schemes for compressible Euler equations.
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1. Introduction

The multi-dimensional hyperbolic conservation law systems are given by

\[ \partial_t \mathbf{w} + \sum_{j=1}^{d} \partial_{x_j} F_j(\mathbf{w}) = 0, \quad x \in \mathbb{R}^d, \quad t > 0 \]  \tag{1.1}

with the unknown vector \( \mathbf{w} \in \mathbb{R}^d \) and the flux function \( F_j(\mathbf{w}) \in \mathbb{R}^d \) for \( j = 1, \ldots, d \). We consider the initial value problem for system (1.1) with the initial data \( \mathbf{w}(x, 0) = \mathbf{w}_0(x) \). For simplicity, we take periodic or compactly supported boundary conditions.

It is well known that entropy inequalities should be considered for general hyperbolic conservation laws so to single out the physically relevant solution among many weak solutions (see, e.g., [18]). In application problems, the pointwise range of solutions may be known from physical considerations, instead of total entropy. For scalar conservation laws, the entropy
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solution satisfies a strict maximum principle. For hyperbolic conservation law systems, the notion of maximum principle does not apply and must be replaced by the notion of invariant region. To solve a conservation law system with possibly discontinuous solutions, one naturally studies the invariant-region-preserving (IRP) property of the numerical schemes.

In this paper, we are interested in constructing IRP high order accurate schemes for solving (1.1) with an application to compressible Euler equations. The invariant region $\Sigma$ to this system is meant to be a convex set in phase space $\mathbb{R}^l$ so that if the initial data is in the region $\Sigma$, then the solution will remain in $\Sigma$ for all $t > 0$. It is highly desirable to construct high order numerical schemes solving (1.1) that can preserve the entire invariant region $\Sigma$, which is in general a difficult problem. In this article, we will discuss the IRP property of arbitrarily high order schemes on shape-regular meshes, following the discontinuous Galerkin (DG) framework developed by Cockburn and Shu [3–5].

There are models that feature known invariant regions. For example, the invariant region of one-dimensional $2 \times 2$ $(l=2)$ systems of hyperbolic conservation laws can be described by two Riemann invariants, see e.g., [2,13,26,8]. For general conservation law systems with $l \geq 3$, it is an open question to identify a global invariant region. When considering the compressible Euler equations of gas dynamics, a natural condition for the solution is positivity of density and pressure, and the minimum principle for the specific entropy [27]. In the one dimensional case, the Euler equations have the following form

$$\partial_t \mathbf{w} + \partial_x f(\mathbf{w}) = 0, \quad t > 0, \quad x \in \mathbb{R},$$

(1.2)

with $\mathbf{w} = (\rho, m, E)^\top$,

$$f(\mathbf{w}) = (m, \rho u^2 + p, (E + p)u)^\top, \quad E = \frac{1}{2} \rho u^2 + \frac{p}{\gamma - 1},$$

(1.3)

where $\rho$ is the density, $u$ is the velocity, $m = \rho u$ is the momentum, $E$ is the total energy, $p$ is the pressure, and $\gamma$ is the ratio of specific heats for the gas/liquid (for most gases, $1 < \gamma < 3$). The corresponding invariant region is the following set

$$G = \{\mathbf{w} | \rho > 0, \quad p > 0, \quad s \geq s_0\},$$

where $s = \log(p/\rho^\gamma)$ is the specific entropy, and $s_0 := \inf s(\mathbf{w}_0(x))$.

For nonlinear systems of conservation laws in several space variables with a known invariant region, the IRP property under the Lax–Friedrich schemes was studied by Frid in [7,8]. For the compressible Euler equations, the first order finite volume schemes including Godunov and Lax–Friedrichs schemes are shown to preserve the minimum entropy property [27]. Further second-order limitation techniques for enforcing the specific entropy bound were proposed in [16], where it was reported that enforcing the minimum entropy principle numerically might damp oscillations in numerical solutions. To have the specific entropy well-defined, one would have to guarantee the positivity of density and pressure of the numerical solution, which can be done for a high order finite volume or a DG scheme following [22,23,32,34]. The main idea of positivity-preserving techniques for high order DG schemes in [32,34] is to find a sufficient condition to preserve the positivity of the cell averages by repeated convex combinations, combined with a conservative limiter which can enforce the sufficient condition without destroying accuracy for smooth solutions, as shown in [31] for scalar conservation laws. In the context of continuous finite elements, the IRP property has been studied by Guermond and Popov [9] using the first approximation to solve general hyperbolic conservation law systems, and then in [10] using the second order approximation with convex limiting to solve compressible Euler equations.

A more closely related development is the work by Zhang and Shu [33], where the authors extended the positivity-preserving high order schemes for compressible Euler equations to preserve the entire $G$, while their limiter for enforcing the lower bound of $s$ is implicit with the limiter parameter solved by the Newton iteration. In [15], we introduced an explicit limiter based on a simple observation that the convex set $G$ can be rewritten as

$$\Sigma = \{\mathbf{w} | \rho > 0, \quad p > 0, \quad q \leq q_0\},$$

(1.4)

where $q = (s_0 - s)\rho$. Note that $s$ is quasi-concave, but $q$ is convex; actually the fact that $-\rho s$ has a positive definite Hessian matrix can be derived from a general result by Harten in [11]. Such a reformulation allows us to construct a new IRP limiter in [15] for compressible Euler equations. The limiter modifies the polynomial solution still through a linear convex combination as in [33], yet the limiter parameter is defined explicitly due to the convexity of $q$, and concavity of $p$. The question of particular interest is whether it is still high order accurate. In [15], the IRP limiter was proved to maintain same high order accuracy if the cell average is away from the boundary of the convex set. While the bound preserving limiter [33] for the entropy function was shown to be high order accurate provided the second order derivative of the entropy function for numerical solutions does not vanish.

The work [15] was built upon [14], where we introduced an explicit IRP limiter for DG methods solving the isentropic gas dynamic system (with or without viscosity). Again both convexity and concavity of two Riemann invariants play an essential role in the construction of the explicit IRP limiter there. We observe that the ideas for both the explicit IRP limiters and the high order IRP schemes studied in [15,14] can be readily extended to general hyperbolic conservation law systems (1.1) as long as (1) it features a global invariant region

$$\Sigma = \{\mathbf{w} | U(\mathbf{w}) \leq 0\},$$

(1.5)
where \( U \) is convex, and (ii) the corresponding one-dimensional projected system

\[
\partial_t \mathbf{w} + \partial_{\eta}(\sum_{j=1}^{d} F_j(\mathbf{w})v_j) = 0, \quad \eta \in \mathbb{R},
\]

where \( v = (v_1, \ldots, v_d) \) is any unit vector, shares the same invariant region \( \Sigma \). The later assumption is needed in order to obtain an IRP scheme. These observations led to the present work on high order IRP schemes for general conservation law systems (1.1). This work may also be seen as to some degree an extension of the earlier works on positivity-preserving schemes for compressible Euler equations. The present emphasis is on the notion of invariant regions.

In this paper we have the following objectives:

(i) to design an explicit IRP limiter, which can be shown to maintain high order accuracy of the approximation;

(ii) to identify sufficient conditions under which arbitrarily high order DG schemes feature the desired IRP property for both one and multi-dimensional hyperbolic conservation law systems;

(iii) to apply the general result in (ii) to two-dimensional compressible Euler equations, with numerical validations.

As for (i), our limiter for preserving \( \Sigma \) in (1.5) is of the following form

\[
\tilde{w}_h(x) = \theta w_h(x) + (1 - \theta) \bar{w}_h, \quad \theta = \min \left\{ 1, \frac{U(\bar{w}_h)}{U(w_h) - U_{h, \text{max}}} \right\},
\]

where \( w_h(x) \) is a polynomial over domain \( K \), its average \( \bar{w}_h \) lies in the interior of \( \Sigma \), and \( U_{h, \text{max}} = \max_{x \in K} U(w_h(x)) \). This reconstructed polynomial is shown to maintain the same order of accuracy as \( w_h(x) \), provided \( U(w_h(x)) \) is not close to zero.

As for (ii), we present our analysis for general conservation law systems in order to illustrate the ways in which the IRP property can be ensured for high order finite volume type schemes. The first ingredient is a one-dimensional IRP numerical flux, such as Godunov, Lax–Friedrichs, and Harten–Lax-van Leer [12], with which the first order finite volume scheme has the IRP property under certain CFL condition. This allows us to further find a sufficient condition to keep the cell averages in \( \Sigma \) by repeated convex combinations, in the same way as that has been well established for positivity-preserving schemes, see e.g. [32,33]. In the present setting, we use first order schemes with an IRP flux which can keep numerical solutions in \( \Sigma \) as building blocks, and show that high order spatial discretization with forward Euler can be written as a convex combination of first order IRP schemes, thus will keep \( \Sigma \) provided certain sufficient conditions are satisfied. The IRP limiter is then used to enforce the sufficient condition.

For multi-dimensional conservation law systems we will show that repeated convex combinations can still be achieved, as long as a positive convex decomposition for the cell averages is available, using the Gauss–Lobatto quadrature points on cell interfaces, and some interior points chosen so that the decomposition weights are strictly positive. The numerical solutions need to be within in \( \Sigma \) only on a test set consisting of points also used for the cell average decomposition.

As for (iii), we first show that the projected system of the two dimensional Euler systems indeed share the same invariant region \( \Sigma \) in (1.4). The CFL conditions for the IRP DG schemes on rectangular and triangular meshes are derived, respectively, from our general result for multi-dimensional hyperbolic conservation law systems, while using the test sets identified already in [32] and [34].

Finally, we should mention that in our analysis we only show the ways of numerically preserving \( \Sigma \) for the forward Euler time discretization, yet the high order SSP time discretizations ([25]) will keep the validity of our results since they are convex combinations of forward Euler.

This paper is organized as follows: in Sect. 2 we present an explicit invariant-region-preserving (IRP) limiter and prove that for smooth solutions the order of approximation accuracy is not destroyed by the IRP limiter in general cases, followed by a generic IRP algorithm for high order schemes. Then, in Sect. 3, we first show all three popular numerical fluxes can be made an IRP flux, and then identify sufficient conditions including both a test set and the CFL condition, to obtain IRP DG schemes in one and higher space dimensions for arbitrary shape-regular meshes. Sect. 4 is devoted to an application to high order DG schemes for two dimensional compressible Euler equations. In Sect. 5, we present extensive numerical tests. Some concluding remarks are given in Sect. 6. In the Appendix we prove Lemma 2.1 for the compressible Euler equations for which the pressure is not strictly concave.

2. The invariant-region-preserving limiter

For the general multi-dimensional system of conservation laws (1.1), we assume it admits an invariant region \( \Sigma \), which is a convex set in the phase space \( \mathbb{R}^d \), characterized by

\[
\Sigma = \{ \mathbf{w} \mid U(\mathbf{w}) \leq 0 \}
\]

with \( U \) being convex. In what follows, we use
\[ \Sigma_0 = \{ \mathbf{w} \mid U(\mathbf{w}) < 0 \} \]
to denote the interior of \( \Sigma \).

For any bounded domain \( K \), we define the average of \( \mathbf{w}(x) \) by
\[
\bar{\mathbf{w}} = \frac{1}{|K|} \int_K \mathbf{w}(x)dx,
\]
where \( |K| \) is the measure of \( K \). The following lemma shows that such an averaging operator is a contraction, which enables us to use the cell average as a reference to construct the IRP limiter.

**Lemma 2.1.** Let \( \mathbf{w}(x) \) be non-trivial piecewise continuous vector functions. If \( \mathbf{w}(x) \in \Sigma \) for all \( x \in K \subset \mathbb{R}^d \), and \( U \) is strictly convex, then \( \bar{\mathbf{w}} \in \Sigma_0 \) for any bounded domain \( K \).

**Proof.** Since \( U \) is convex, using Jensen’s inequality and the assumption, we have
\[
U(\bar{\mathbf{w}}) = U \left( \frac{1}{|K|} \int_K \mathbf{w}(x)dx \right) \leq \frac{1}{|K|} \int_K U(\mathbf{w}(x))dx \leq 0.
\]
With this, we can show \( U(\bar{\mathbf{w}}) < 0 \). Otherwise if \( U(\bar{\mathbf{w}}) = 0 \), we must have \( U(\mathbf{w}(x)) = 0 \) for almost all \( x \in K \); that is
\[
U(\mathbf{w}) = U(\mathbf{w}(x)) \quad \text{a.e. in } K.
\]
This, upon taking cell average on both sides, gives
\[
U(\bar{\mathbf{w}}) = \frac{1}{|K|} \int_K U(\mathbf{w}(x))dx.
\]
By taking the Taylor expansion around \( \bar{\mathbf{w}} \), we have
\[
U(\mathbf{w}(x)) = U(\bar{\mathbf{w}}) + \nabla \mathbf{w}(\bar{\mathbf{w}}) \cdot \xi + \frac{1}{2} \xi^\top H \xi, \quad \forall x \in K, \quad \xi := \mathbf{w}(x) - \bar{\mathbf{w}},
\]
which upon integration yields \( \frac{1}{|K|} \int_K \xi^\top H \xi dx = 0 \), where \( H \) is the Hessian matrix of \( U \). This when combined with the strict convexity of \( U \) ensures that \( \mathbf{w}(x) \equiv \bar{\mathbf{w}} \) almost everywhere, which contradicts the assumption. \( \square \)

### 2.1. The limiter

Let \( \mathbf{w}_h(x) \) be a sequence of vector polynomials over \( K \), which is a high order accurate approximation to the smooth function \( \mathbf{w}(x) \in \Sigma \). We assume \( \bar{\mathbf{w}}_h \in \Sigma_0 \), but \( \mathbf{w}_h(x) \) is not entirely located in \( \Sigma \), then we can modify the polynomial \( \mathbf{w}_h(x) \) with reference to \( \bar{\mathbf{w}}_h \) through a linear convex combination:
\[
\tilde{\mathbf{w}}_h(x) = \theta \mathbf{w}_h(x) + (1 - \theta) \bar{\mathbf{w}}_h, \quad (2.2)
\]
where \( \theta \in (0, 1] \) is defined by
\[
\theta = \min\{1, \theta_1\}, \quad (2.3)
\]
where
\[
\theta_1 = \frac{U(\bar{\mathbf{w}}_h)}{U(\bar{\mathbf{w}}_h) - U_h^{\max}}, \quad (2.4)
\]
with
\[
U_h^{\max} = \max_{x \in K} U(\mathbf{w}_h(x)) > 0. \quad (2.5)
\]
Notice that since \( \bar{\mathbf{w}}_h \in \Sigma_0 \), we have \( U(\bar{\mathbf{w}}_h) < 0 \). Also \( U(\bar{\mathbf{w}}_h) < U_h^{\max} \). Therefore, \( \theta_1 \) is well-defined and positive.

As for the above limiter, we have the following conclusion.

**Theorem 2.2.** If \( \bar{\mathbf{w}}_h \in \Sigma_0 \), then \( \tilde{\mathbf{w}}_h(x) \in \Sigma \), for all \( x \in K \). Moreover, the reconstructed polynomial preserves high order accuracy, i.e., if \( \|\mathbf{w}_h - \mathbf{w}\|_\infty \leq 1 \), then
\[
\|\tilde{\mathbf{w}}_h - \mathbf{w}\|_\infty \leq \frac{C}{U(\bar{\mathbf{w}}_h)} \|\mathbf{w}_h - \mathbf{w}\|_\infty,
\]
where \( C > 0 \) depends on \( \mathbf{w} \) and \( \Sigma \).
Proof. The claim that the constructed polynomial lies within $\Sigma$ is implied by the definition of $\theta$. In fact, for the case $\theta = \theta_1$ with the convexity of $U$, we have
\[
U(\bar{w}_h(x)) \leq \theta U(w_h(x)) + (1 - \theta) U(\tilde{w}_h)
\]
\[
\leq \theta_1 U_h^{\max} + (1 - \theta_1) U(\bar{w}_h) = 0.
\]
For the accuracy estimate, we consider the case when $\theta \neq 1$. We only need to prove
\[
\|\bar{w}_h - w_h\|_{\infty} \leq \frac{C}{U(\bar{w}_h)} \|\bar{w}_h - w_h\|_{\infty},
\]
from which the conclusion follows by using the triangle inequality. From the reconstruction, it follows that
\[
\|\bar{w}_h - w_h\|_{\infty} = (1 - \theta) \|\bar{w}_h - w_h\|_{\infty}
\]
\[
= \frac{\|\bar{w}_h - w_h\|_{\infty} U_h^{\max}}{U_h^{\max} - U(\bar{w}_h)}.\]
Since $U(w) \leq 0$ for $w(x) \in \Sigma$, we have
\[
U_h^{\max} \leq \max_{x \in K} (U(w_h)) - U(w) \leq \|\nabla U\|_{\infty} \|w - w_h\|_{\infty}.
\]
Also, since $U_h^{\max} > 0$ when $\theta < 1$, we have
\[
U_h^{\max} - U(\bar{w}_h) > -U(\bar{w}_h) > 0.
\]
According to the assumption that $w_h$ is an approximation to $w$, we have
\[
\|\bar{w}_h - w_h\|_{\infty} = \|\bar{w}_h - \bar{w} + \bar{w} - w + w - w_h\|_{\infty} \leq 2\|w - w_h\|_{\infty} + \|w - \bar{w}\|_{\infty}
\]
Therefore, we arrive at (2.6) with $C$ given by
\[
C = 2\|\nabla U\|_{\infty} (1 + \|w\|_{\infty}),
\]
which is positive and finite, depending only on $w$, as well as the invariant region $\Sigma$ through $U$. □

Remark 2.1. We would like to point out that when $\bar{w}_h$ is close enough to the boundary of $\Sigma$, the factor $C/|U(\bar{w}_h)|$ can become large, indicating the possibility of accuracy deterioration in some cases.

In practice, $\Sigma$ is usually given by several pieces of convex functions in the form of
\[
\Sigma = \bigcap_{i=1}^{M} \{w : U_i(w) \leq 0\}.
\]
Then the limiter parameter given in (2.4) needs to be modified as
\[
\theta = \min\{1, \theta_1, \cdots, \theta_M\},
\]
where
\[
\theta_i = \frac{U_i(\bar{w}_h)}{U_i(w_h) - U_{i,h}^{\max}}, \quad U_{i,h}^{\max} = \max_{x \in K} U_i(w_h(x)).
\]
It can be shown that Theorem 2.2 remains valid for the general case as such.

Here we present two such examples for a convex invariant region.

Example 1. The first example is the one dimensional isentropic gas dynamic system in Euler coordinates, i.e. the system (1.2) with $w = (\rho, m)^T$ and $f(w) = (\rho u, \rho u^2 + p(\rho))^T$, where $p(\rho) = \rho^\gamma$, $\gamma > 1$ and $m = \rho u$. The corresponding invariant region is given by
\[
\Sigma = \{(\rho, m)^T | \ r \leq r_0, s \geq s_0\},
\]
where $r_0 = \sup_x r(\rho_0(x), m_0(x))$, $s_0 = \inf_x s(\rho_0(x), m_0(x))$ and
\[
r = u + \frac{2\sqrt{\gamma}}{\gamma - 1} \rho^\frac{\gamma - 1}{\gamma}, \quad s = u - \frac{2\sqrt{\gamma}}{\gamma - 1} \rho^\frac{\gamma - 1}{\gamma},
\]
are two Riemann invariants. We point out that $\Sigma$ is a closed domain in $\{(\rho, m)^T | \rho \geq 0\}$. 

Example 2. The second example is the one dimensional isentropic gas dynamic system in primitive variables, i.e. the system (1.1) with $w = (\rho, u, \theta)^T$ and $f(w) = (\rho u, \rho u^2 + \rho\theta, \rho\theta\sqrt{\theta})^T$, where $\theta = \frac{\gamma + 1}{2}$ and $\gamma > 1$. The corresponding invariant region is given by
\[
\Sigma = \{(\rho, u, \theta)^T | \ r \leq r_0, s \geq s_0\},
\]
where $r_0 = \sup_x r(\rho_0(x), u_0(x), \theta_0(x))$, $s_0 = \inf_x s(\rho_0(x), u_0(x), \theta_0(x))$ and
\[
r = u + \frac{2\sqrt{\gamma}}{\gamma - 1} \rho^\frac{\gamma - 1}{\gamma}, \quad s = u - \frac{2\sqrt{\gamma}}{\gamma - 1} \rho^\frac{\gamma - 1}{\gamma},
\]
are two Riemann invariants. We point out that $\Sigma$ is a closed domain in $\{(\rho, u, \theta)^T | \rho \geq 0\}$. 
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Note for the pressureless Euler equation, i.e. the system (1.2) with \( \mathbf{w} = (\rho, m)^T \) and \( f(\mathbf{w}) = (\rho u, \rho u^2)^T \), where \( m = \rho u \), two Riemann invariants \( r \) and \( s \) become identical. In such case, the invariant region is

\[
\Sigma = \{ (\rho, m)^T \mid \rho > 0, \ s_0 \rho \leq m \leq r_0 \rho \},
\]

where \( r_0 = \sup_x (u_0(x)) \) and \( s_0 = \inf_x (u_0(x)) \).

**Example 2.** Another example is the compressible Euler equations, for which an invariant region is

\[
\Sigma = \{ (\rho, m, E)^T \mid \rho > 0, \ p > 0, \ q \leq 0 \},
\]

with \( p \) and \( q \) defined by

\[
p = (\gamma - 1)(E - \frac{1}{2} \rho |\mathbf{u}|^2), \quad q = (s_0 - s) \rho, \quad \gamma > 1,
\]

where \( \mathbf{u} \) is the velocity, \( m = \rho \mathbf{u}, \ s = \log \left( \frac{\rho(\gamma)}{\rho_0^{\gamma}(\gamma)} \right), \ s_0 = \inf_x \log \left( \frac{\rho_0(\gamma)}{\rho_0(\gamma)} \right) \), and \( (\rho_0, \mathbf{u}_0, E_0)^T \) is the initial data.

**Remark 2.2.** When \( U \) is not strictly convex, the result in Lemma 2.1 may still hold true. The proof needs to be modified based on further details of \( U \). For example, for the compressible Euler equation, \( p \) is concave but not strictly concave. We present an illustrative proof in the appendix.

### 2.2. Algorithm

Let \( \mathbf{w}^0 \) be the numerical solution at \( n \)-th time step generated from a high order scheme of an abstract form

\[
\mathbf{w}^{n+1}_h = \mathcal{L}(\mathbf{w}^n_h),
\]

starting with initial data \( \mathbf{w}_h^0 = \mathbf{w}_h^0(x) \in V_h \), where \( V_h \) is a finite element space of piecewise polynomials of degree \( k \) in each computational cell \( K \), i.e.,

\[
V_h = \{ v : v|_K \in \mathbb{P}^k(K) \}.
\]

Assume \( \lambda = \frac{\Delta t}{h} \) is the mesh ratio. The IRP algorithm can be stated as follows:

**Algorithm 2.1.** Provided that scheme (2.10) has the following property: there exists \( \lambda_0 \), and a test set \( S \) such that if

\[
\lambda \leq \lambda_0 \quad \text{and} \quad \mathbf{w}^n_h(x) \in \Sigma \quad \text{for} \quad x \in S
\]

then

\[
\mathbf{w}^{n+1}_h \in \Sigma_0;
\]

then the IRP limiter can be applied, with \( K \) replaced by \( S_K := S \cap K \) in (2.8), i.e.,

\[
U_{h,\text{max}}^n = \max_{x \in S_K} U(\mathbf{w}_h^0(x)),
\]

through the following algorithm:

**Step 1:** Initialization: take the piecewise \( L^2 \) projection of \( \mathbf{w}_0 \) onto \( V_h \), such that

\[
(\mathbf{w}^n_h - \mathbf{w}_0, \phi) = 0, \quad \forall \phi \in V_h.
\]

**Step 2:** Imposing the modified limiter (2.2), (2.3) with (2.11) on \( \mathbf{w}^n_h \) for \( n = 0, 1, \ldots \) to obtain \( \tilde{\mathbf{w}}^n_h \).

**Step 3:** Update by the scheme:

\[
\mathbf{w}^{n+1}_h = \mathcal{L}(\tilde{\mathbf{w}}^n_h).
\]

Return to **Step 2**.

**Remark 2.3.** For given initial data \( \mathbf{w}_0 \in \Sigma \), its cell average lies strictly within \( \Sigma_0 \). On the other hand, \( \mathbf{w}^0_h \) may not lie entirely in \( \Sigma \), but it has the same cell average as the initial data due to the \( L^2 \) projection. Therefore, the IRP limiter can already be applied to \( \mathbf{w}^0_h \) (included in Step 2 in the algorithm).
3. IRP DG schemes

In this section, we discuss some sufficient conditions for high order DG schemes solving the general conservation laws to be invariant-region-preserving.

3.1. One dimensional case

We begin with the one-dimensional system of conservation laws of the form

$$\partial_t w + \partial_x f(w) = 0,$$

(3.1)

where \( f \) is a smooth vector flux function. A first order finite volume scheme on a cell \( I_j = [x_{j-1/2}, x_{j+1/2}] \) takes the following form

$$w_{j}^{n+1} = w_{j}^{n} - \hat{f}_{j+1/2} - \hat{f}_{j-1/2},$$

(3.2)

where \( w_{j}^{n} \) is the approximation to the average of \( w(x) \) on \( I_j = [x_{j-1/2}, x_{j+1/2}] \) at \( n \)-th time level \( t^n \). \( \hat{f}_{j+1/2} \) is a single-valued numerical flux at the element interface, depending on the values of numerical solution from both sides

$$\hat{f}_{j+1/2} = \hat{f}(w_{j}, w_{j+1}).$$

In general, \( \hat{f}_{j+1/2} \) is derived from some Riemann solvers (exact or approximate).

**Definition 3.1.** A consistent numerical flux \( \hat{f}_{j+1/2} \) is called an IRP flux for (3.1) if there exists \( c_0 \), such that for \( \sigma \lambda \leq c_0 \), \( w_{j}^{n} \in \Sigma \) implies \( w_{j+1}^{n+1} \in \Sigma_0 \), where \( \sigma \) is the global maximum wave speed of the system (3.1).

For scalar conservation laws, the invariant region is simply an interval ensured by the maximum principle. It is known that the monotone flux is maximum-principle-preserving, see e.g. [31], therefore it is also the IRP flux. For systems, most popular numerical fluxes rely on Riemann solvers, which exactly compute or approximate the solution of the Riemann problem, i.e., (3.1) with initial data,

$$w(x, 0) = \begin{cases} w_l & x < 0, \\ w_r & x > 0. \end{cases}$$

(3.3)

The solution of the Riemann problem is self-similar. Assume that the Riemann solver also has some self-similar structure and is denoted by \( R(\xi; w_l, w_r) \) with \( \xi = \frac{x}{t} \). Let \( \sigma_l \) and \( \sigma_r \) be the leftmost and rightmost wave speed such that \( R = w_l \) for \( \xi \leq \sigma_l \) and \( R = w_r \) for \( \xi \geq \sigma_r \). Let \( S_l = \min(\sigma_l, 0) \) and \( S_r = \max(\sigma_r, 0) \). Integration of (3.1) over \([S_l t, S_r t] \times [0, t] \), divided by \((S_r - S_l)^t \), leads to the following identity

$$\frac{1}{S_r - S_l} \int_{S_l}^{S_r} R(\xi; w_l, w_r) d\xi = \frac{S_r w_r - S_l w_l}{S_r - S_l} - \frac{f_r - f_l}{S_r - S_l},$$

(3.4)

where \( f_r = f(w_r) \) and \( f_l = f(w_l) \). This identity is useful in finding sufficient conditions for each of the following numerical fluxes to be an IRP flux.

1. Godunov flux:

$$\hat{f}(w_l, w_r) = f(R(0; w_l, w_r));$$

(3.5)

2. Lax–Friedrich flux:

$$\hat{f}(w_l, w_r) = \frac{1}{2} (f(w_l) + f(w_r) - \sigma (w_r - w_l));$$

(3.6)

(iii) HLL flux [12]:

$$\hat{f}(w_l, w_r) = \begin{cases} f(w_l), & \text{if } 0 \leq \sigma_l, \\ \frac{\sigma_l f(w_l) - \sigma_l f(w_r) + \sigma_l (w_r - w_l)}{\sigma_r - \sigma_l}, & \text{if } \sigma_l \leq 0 \leq \sigma_r, \\ f(w_r), & \text{if } 0 \geq \sigma_r. \end{cases}$$

(3.7)
Lemma 3.1.

(i) For \( c_0 = 1 \), both Godunov flux and Lax–Friedrich flux are IRP fluxes for (3.1);
(ii) For \( c_0 = \frac{1}{2} \), the HLL flux is an IRP flux for (3.1).

Proof. (i) With the Godunov flux in (3.2), \( w_{j}^{n+1} \) can be viewed as the cell average of the exact Riemann solution at \( t^{n+1} \) when \( \lambda \sigma \leq 1 \). See [20, Section 13.2]. Since the exact solution lies in \( \Sigma \), then according to Lemma 2.1, we have \( w_{j}^{n+1} \in \Sigma_0 \) if \( \lambda \sigma \leq 1 \).

When the Lax–Friedrich flux (3.6) is used, the update \( w_{j}^{n+1} \) in (3.2) can be rewritten as

\[
\begin{align*}
  w_{j+1}^{n+1} &= (1 - \lambda \sigma) w_{j}^{n} + \lambda \sigma w_{j+1}^{n}, \\
  \text{where} & \\
  w_{j}^{n} &= \left( \frac{w_{j-1}^{n} + w_{j+1}^{n}}{2} - \frac{f(w_{j+1}^{n}) - f(w_{j-1}^{n})}{2 \sigma} \right).
\end{align*}
\]

From (3.4) it follows that

\[
\begin{align*}
  \hat{w}_{j}^{n} &= \frac{1}{2 \sigma} \int_{-\sigma}^{\sigma} R(\xi; w_{j-1}^{n}, w_{j+1}^{n}) d\xi.
\end{align*}
\]

For \( w_{j}^{n} \in \Sigma \), we have \( R(\xi; w_{j-1}^{n}, w_{j+1}^{n}) \in \Sigma \). Therefore \( w^{n} \) lies in \( \Sigma_0 \) by Lemma 2.1. Since \( w_{j}^{n+1} \) is a convex combination of two vectors: \( w_{j}^{n} \in \Sigma \) and \( w_{j+1}^{n} \in \Sigma_0 \) for \( \lambda \sigma \leq 1 \), we then have \( w_{j}^{n+1} \in \Sigma_0 \).

(ii) For the HLL flux (3.7), the evolved cell average \( w_{j}^{n+1} \) can be rewritten as

\[
\begin{align*}
  w_{j+1}^{n+1} &= (1 - \theta_1 - \theta_2) w_{j}^{n} + \theta_1 \hat{w}_{j}^{1} + \theta_2 \hat{w}_{j}^{2}, \\
  \text{with} & \\
  \hat{w}_{j}^{1} &= \frac{b_1 w_{j+1}^{n} - a_1 w_{j}^{n}}{b_1 - a_1} - \frac{f(w_{j+1}^{n}) - f(w_{j}^{n})}{b_1 - a_1}, \\
  \hat{w}_{j}^{2} &= \frac{b_2 w_{j}^{n} - a_2 w_{j-1}^{n}}{b_2 - a_2} - \frac{f(w_{j}^{n}) - f(w_{j-1}^{n})}{b_2 - a_2},
\end{align*}
\]

where \( \theta_1 = -\lambda a_1, \theta_2 = \lambda b_2 \) with

\[
\begin{align*}
  b_1 &= \max\{\sigma_{j+\frac{1}{2},r}, 0\}, & a_1 &= \min\{\sigma_{j+\frac{1}{2},l}, 0\}, \\
  b_2 &= \max\{\sigma_{j-\frac{1}{2},l}, 0\}, & a_2 &= \min\{\sigma_{j-\frac{1}{2},r}, 0\},
\end{align*}
\]

and \( \sigma_{j+\frac{1}{2},l} \) and \( \sigma_{j+\frac{1}{2},r} \) are the leftmost and rightmost wave speeds at \( x_j + \frac{1}{2} \). Notice that both \( \hat{w}_{j}^{1} \) and \( \hat{w}_{j}^{2} \) are in the form of (3.4), the cell average of some exact Riemann solutions, hence they both lie in \( \Sigma_0 \) by Lemma 2.1. Therefore \( \lambda \sigma \leq \frac{1}{2} \) is a sufficient condition for \( w_{j}^{n+1} \) in (3.8) to be in \( \Sigma_0 \). □

Remark 3.1. Notice that the local Lax–Friedrich flux is a special case of HLL flux, where

\[
\sigma_{j+\frac{1}{2},r} = -\sigma_{j+\frac{1}{2},l} = \max_{w_{j}^{n}} |\partial_{w} f(\cdot)|.
\]

Hence the local Lax–Friedrich flux is an IRP flux when \( \lambda \sigma \leq \frac{1}{2} \). Here we use \( |\partial_{w} f| \) as a notation to denote the absolute value of eigenvalues of Jacobian matrix \( \partial_{w} f \).

The HLLC approximate Riemann solver as a three wave model was proposed by Toro et al. [28] as a modification of the HLL flux whereby the missing contact and shear waves in the Euler equations are restored. The HLLC flux is given by

\[
\tilde{f}(w_{j}, w_{l}) = \begin{cases} 
  f(w_{j}), & \text{if } 0 \leq \sigma_{l}, \\
  f_{sl}, & \text{if } \sigma_{l} \leq 0 \leq \sigma_{s}, \\
  f_{sr}, & \text{if } \sigma_{s} \leq 0 \leq \sigma_{r}, \\
  f(w_{l}), & \text{if } 0 \geq \sigma_{r},
\end{cases}
\]
where $\sigma_e$ is the speed of middle wave, and the intermediate fluxes are given by

$$f_{sl} = \mathcal{f}(\mathbf{w}_l) + \sigma_l(\mathbf{w}_{sl} - \mathbf{w}_l), \quad f_{sr} = \mathcal{f}(\mathbf{w}_r) + \sigma_r(\mathbf{w}_{sr} - \mathbf{w}_r),$$

and $\mathbf{w}_{sl}$, $\mathbf{w}_{sr}$ are two intermediate states determined by integral averages of the Riemann solution

$$\mathbf{w}_{sl} = \frac{1}{\sigma_s - \sigma_l} \int_{\sigma_l}^{\sigma_s} \mathbf{w}(\xi, t) d\xi, \quad \mathbf{w}_{sr} = \frac{1}{\sigma_r - \sigma_s} \int_{\sigma_s}^{\sigma_r} \mathbf{w}(\xi, t) d\xi.$$  

The two intermediate fluxes are related by

$$f_{sr} = f_{sl} + \sigma_e(\mathbf{w}_{sr} - \mathbf{w}_{sl}). \quad (3.9)$$

Note that there are more unknowns in equations and some extra conditions need to be imposed in order to determine the intermediate fluxes, see [28] for two versions of the HLLC flux for the compressible Euler equation. For general 1D hyperbolic conservation law systems, the following result for the HLLC flux to be an IRP flux is proved in Appendix B.

**Lemma 3.2.** For $c_0 = \frac{1}{2}$, the HLLC flux is an IRP flux.

**Remark 3.2.** We want to point out that Algorithm 2.1 can still be applied to weakly hyperbolic conservation laws. A canonical example is the pressure-less Euler system, due to the formation of vacuum and/or delta-shock formation in the density, care is needed in the choice of the numerical flux. The Godunov flux derived in [1] was used in the DG scheme given in [29]. From [29, Lemma 4.2] we see that the Godunov flux is indeed an IRP flux for $c_0 = \frac{1}{2}$ with $\sigma = \max(|\sigma_0|, |\sigma_1|)$ to preserve $\Sigma$ as defined in (2.9). Our explicit IRP limiter can of course be used as an alternative to the special limiter constructed in [29] in order to fulfill the two requirements: $\rho$ is positive and the velocity $u = m/\rho$ satisfies a maximum principle.

For a $(k + 1)$th-order scheme with reconstructed polynomials or approximation polynomials of degree $k$, with forward Euler time discretization, the cell average evolves by

$$\mathbf{W}_j^{n+1} = \mathbf{W}_j^n - \lambda \left[ \widehat{f}(\mathbf{W}_{j-\frac{1}{2}}, \mathbf{W}_{j+\frac{1}{2}}) - \widehat{f}(\mathbf{W}_{j-\frac{1}{2}}, \mathbf{W}_{j-\frac{1}{2}}) \right], \quad (3.10)$$

where $\mathbf{W}_j^n$ is the cell average of $\mathbf{w}_j^n$ on $I_j$ at time level $n$, $\mathbf{W}_{j\pm}$ are approximations to the point value of $\mathbf{w}$ at $x_{j+1/2}$ at time level $n$ from the left and the right cells, respectively.

We consider an $N$-point Legendre Gauss–Lobatto quadrature rule on $I_j$, with quadrature weights $\hat{\omega}_i$ on $[-1, 1]$ such that $\sum_{i=1}^N \hat{\omega}_i = 1$, which is exact for integrals of polynomials of degree up to $k$, if $2N - 3 \geq k$. Denote these quadrature points on $I_j$ as

$$S_j := \{\tilde{x}_j^i, 1 \leq i \leq N\},$$

where $\tilde{x}_j^1 = x_{j-1/2}$ and $\tilde{x}_j^N = x_{j+1/2}$. The cell average decomposition then takes the form

$$\mathbf{W}_j^n = \sum_{i=2}^{N-1} \hat{\omega}_i \mathbf{w}_j^n(\tilde{x}_j^i) + \hat{\omega}_1 \mathbf{W}_{j-\frac{1}{2}}^+ + \hat{\omega}_N \mathbf{W}_{j+\frac{1}{2}}^- \quad (3.11)$$

where it is known that $\hat{\omega}_1 = \hat{\omega}_N = 1/(N(N - 1))$. Hence (3.10) can be rewritten as a linear convex combination of the form

$$\mathbf{W}_j^{n+1} = \sum_{i=2}^{N-1} \hat{\omega}_i \mathbf{w}_j^n(\tilde{x}_j^i) + \hat{\omega}_1 \mathbf{H}_1 + \hat{\omega}_N \mathbf{H}_N, \quad (3.12)$$

where

$$\mathbf{H}_1 = \mathbf{W}_{j-\frac{1}{2}}^+ - \frac{\lambda}{\hat{\omega}_1} \left[ \widehat{f}(\mathbf{W}_{j-\frac{1}{2}}, \mathbf{W}_{j-\frac{1}{2}}) - \widehat{f}(\mathbf{W}_{j-\frac{1}{2}}, \mathbf{W}_{j-\frac{1}{2}}) \right],$$

$$\mathbf{H}_N = \mathbf{W}_{j+\frac{1}{2}}^- - \frac{\lambda}{\hat{\omega}_N} \left[ \widehat{f}(\mathbf{W}_{j+\frac{1}{2}}, \mathbf{W}_{j+\frac{1}{2}}) - \widehat{f}(\mathbf{W}_{j+\frac{1}{2}}, \mathbf{W}_{j+\frac{1}{2}}) \right]$$

are of the same type as the first order scheme (3.2). The decomposition of (3.12) is first introduced by Zhang and Shu ([32]) for the compressible Euler equation and it suffices for us to conclude the following result.
Theorem 3.3 (High order scheme). A sufficient condition for $\tilde{w}_j^{n+1} \in \Sigma_0$ by scheme (3.10) with an IRP flux is

$$\tilde{w}_j^n(x) \in \Sigma \text{ for } x \in S_j$$

under the CFL condition

$$\sigma \lambda \leq \frac{1}{N(N-1)} c_0 \text{ with } N = \left\lfloor \frac{k+3}{2} \right\rfloor,$$

(3.13)

where $\sigma$ is the global maximum of wave speed, $c_0$ is dependent on the IRP flux and $k$ is the degree of approximation polynomials.

3.2. Multi-dimensional case

To solve (1.1) over a computational cell $K$, we consider a high order DG scheme. That is, to find $w_h \in V_h$ such that

$$\int_K \partial_t (w_h) \phi dx - \int_K F(w_h) \cdot \nabla \phi dx + \sum_{i=1}^Q \int_{e_i} \hat{F}(w_h^-, w_h^+, \nu_i) \phi ds = 0, \quad \forall \phi \in V_h,$$

(3.14)

where $F = (F_1, \cdots, F_d)^T$, $e_i$ is the $i$-th edge (or surface) of $K$, $\nu_i$ is the normal vector on $e_i$, $w_h^-$ and $w_h^+$ denote the approximation to $w_h$ on the edge of $K$ from interior and exterior of $K$ respectively, and $\hat{F}$ is an admissible numerical flux.

Taking $\phi = 1/|K|$ in this scheme, where $|K|$ is the area (or volume) of the element, and evaluate the interface integral with an appropriate quadrature rule, we see that cell averages are actually evolved, when using the Euler-forward for time discretization, by

$$\tilde{w}_K^{n+1} - \tilde{w}_K^n = \frac{\Delta t}{|K|} \sum_{i=1}^Q \sum_{\beta=1}^L w_{\beta} \hat{F}(w_{K_i}^{i,\beta}, w_{K_i}^{i,\beta}, \nu_i) |e_i|,$$

(3.15)

where

$$\tilde{w}_K^n = \frac{1}{|K|} \int_K w_h^n dK.$$  

The $w_{K_i}^{i,\beta}$ and $w_{K_i}^{i,\beta}$ are approximations at $\beta$-th quadrature point to solution values on $e_i$ from cell $K$ and $K_i$ respectively, $w_{\beta}$ are corresponding quadrature weights, and the number of quadrature points $L$ is chosen to achieve the desired accuracy.

Following [23,32,33] in the study of positivity-preserving schemes, we seek to rewrite the evolved cell average in (3.15) into a linear convex combination of terms which can then be shown to lie strictly within $\Sigma$.

Assume one can construct an exact decomposition of the cell average:

$$\tilde{w}_K^n = \sum_{\alpha=1}^P c_{\alpha} w_{K}^{\alpha} + \sum_{i=1}^Q \sum_{\beta=1}^L d_{\beta} w_{K}^{i,\beta},$$

(3.16)

where $w_{K}^{\alpha}$ are approximations to solution values at some interior points in $K$, $c_{\alpha}$ and $d_{\beta}$ are positive weights satisfying

$$\sum_{\alpha=1}^P c_{\alpha} + \frac{Q}{L} \sum_{\beta=1}^L d_{\beta} = 1.$$  

(3.17)

This allows for the following reformulation

$$\tilde{w}_K^{n+1} = \sum_{\alpha=1}^P c_{\alpha} w_{K}^{\alpha} + \sum_{i=1}^Q \sum_{\beta=1}^L d_{\beta} w_{K}^{i,\beta} - \frac{\Delta t}{|K|} \sum_{i=1}^Q \sum_{\beta=1}^L w_{\beta} \hat{F}(w_{K_i}^{i,\beta}, w_{K_i}^{i,\beta}, \nu_i) |e_i|$$

$$= \sum_{\alpha=1}^P c_{\alpha} w_{K}^{\alpha} + \sum_{i=1}^L \sum_{\beta=1}^L d_{\beta} H_{i,\beta},$$

(3.18)

where

$$H_{i,\beta} = \frac{\Delta t |e_i|}{|K| d_{\beta}} \left( \hat{F}(w_{K_i}^{i,\beta}, w_{K_i}^{i,\beta}, \nu_i) - \hat{F}(w_{K_i}^{i,\beta}, w_{K_i}^{i,\beta}, \nu_i) \right), \quad i = 1, \cdots, Q - 1,$$

$$H_{Q,\beta} = \frac{\Delta t w_{Q}^{i,\beta}}{|K| d_{\beta}} \left( \hat{F}(w_{K_i}^{Q,\beta}, w_{K_i}^{Q,\beta}, \nu_i) |e_i| + \sum_{i=1}^{Q-1} \hat{F}(w_{K_i}^{Q,\beta}, w_{K_i}^{Q,\beta}, \nu_i) |e_i| \right).$$
Furthermore, $H_{Q, \beta}$ can be rewritten as
\[
H_{Q, \beta} = \sum_{i=1}^{Q-1} \frac{|e_{i}^{Q}|}{|\partial K|} \left( \frac{\Delta t w_{\beta}}{|K|} \partial_{\beta}^{\partial K} \left( \tilde{F}(w_{K}^{Q, \beta}, w_{K}, v) - \tilde{F}(w_{K}^{Q, \beta}, w_{K}, v') \right) \right) \\
+ \frac{|e_{i}^{Q}|}{|\partial K|} \left( \frac{\Delta t w_{\beta}}{|K|} \partial_{\beta}^{\partial K} \left( \tilde{F}(w_{K}^{Q, \beta}, w_{K}, v') - \tilde{F}(w_{K}^{Q, \beta}, w_{K}, v) \right) \right),
\]
(3.19)
where $|\partial K| = \sum_{i=1}^{Q} |e_{i}^{Q}|$. Here we have used the identity
\[
\sum_{i=1}^{Q} \frac{|e_{i}^{Q}|}{|\partial K|} \tilde{F}(w_{K}^{Q, \beta}, w_{K}, v) = \int_{\partial K} F(w_{K}^{Q, \beta}) \cdot v dS = \int_{K} \text{div}(F(w_{K}^{Q, \beta})) dx = 0,
\]
where $v|_{e} = v$. At this point it is clear that (3.18) is a linear convex combination of interior point values $w_{K}^{Q}$, and quantities of the form
\[
w^{*} - c \left( \tilde{F}(w^*, w, v) - \tilde{F}(w_r, w^*, v) \right),
\]
(3.20)
where $c$ is a constant and $v$ is a unit vector. Note that (3.20) can be viewed as obtained from a formal first order scheme to one-dimensional system
\[
\partial_t w + \partial_{\eta}(F \cdot v) = 0.
\]
(3.21)
Here $F \cdot v := \sum_{i=1}^{d} f_{i} \cdot v_{i}$ is a vector flux. Therefore, the cell average $w_{K}^{Q+1}$ in (3.18) can be shown located in the invariant region under some CFL conditions, as long as we can show the system (3.21), also known as projected equations in [6], admits the same invariant region $\Sigma$ for all vectors $v \in \{v_{i}\}_{i=1}^{Q}$. We thus have proved the following result.

**Theorem 3.4.** Suppose there exists a positive quadrature rule such that (3.16) holds. If for $v \in \{v_{i}\}_{i=1}^{Q}$, (3.21) admits the same invariant region $\Sigma$, then a sufficient condition for $w_{K}^{Q+1}$ in $\Sigma_{0}$ by scheme (3.15) with an IRP flux is
\[
w_{K}^{Q}(x) \in \Sigma \text{ for } x \in S_{K},
\]
under the CFL condition
\[
\sigma \frac{\Delta t}{|K|} \leq \min_{\beta} \frac{d_{\beta}}{|\partial K|} w_{\beta} c_{0},
\]
where $\sigma = \max \sigma_{i}$, $\sigma_{i} = \max |\partial_{w}(F \cdot v_{i})|$. $S_{K}$ is the set of quadrature points over $K$, $d_{\beta}$ are positive weights such that (3.16) is held and $w_{\beta}$ are quadrature weights used in (3.15), and $c_{0} = 1$ or $1/2$ depending on the IRP flux used.

4. Application to compressible Euler equations

In this section, we apply the obtained results to the DG schemes for solving the compressible Euler equations.

4.1. 1D case

We briefly review the IRP limiter first introduced in [15] for the one dimensional compressible Euler equations of the form (3.1) with
\[
w = (\rho, m, E)^{T}, \quad f(w) = (m, \rho u^{2} + p, (E + p)u)^{T},
\]
(4.1)
where $\rho$ is the density, $m = \rho u$ is the momentum, $E$ is the total energy, and $p$ is the pressure satisfying
\[
E = \frac{1}{2} \rho u^{2} + \frac{p}{\gamma - 1}, \quad \gamma > 1.
\]
It is known that the system (3.1) with (4.1) has an invariant region:
\[
\Sigma = \{w | \rho > 0, p > 0, q \leq 0\},
\]
(4.2)
where $q = (s_{0} - s)\rho$. 
\[ s = \log \left( \frac{p(x)}{\rho^2(x)} \right), \quad s_0 = \inf_{x} \log \left( \frac{p_0(x)}{\rho_0^2(x)} \right). \]

Here \( \rho_0 \) and \( p_0 \) are obtained from the given initial data \( \mathbf{w}_0 = (\rho_0, m_0, E_0)^\top \).

In numerical simulations, we use the modified set of admissible states defined as

\[ \Sigma^\epsilon = \{ \mathbf{w} \mid \rho \geq \epsilon, p \geq \epsilon, q \leq 0 \}, \]

and its interior defined as

\[ \Sigma_0^\epsilon = \{ \mathbf{w} \mid \rho > \epsilon, p > \epsilon, q < 0 \}, \]

where \( \epsilon \) is a small positive number as the desired lower bound for density and pressure.

The one dimensional limiter introduced in Section 2 can be applied such that the modified polynomial (2.2) lies entirely in \( \Sigma^\epsilon \) and is still a high order approximation to \( \mathbf{w}(x) \), if \( \theta \) is chosen as

\[ \theta = \min\{1, \theta_1, \theta_2, \theta_3\}, \quad (4.3) \]

where

\[ \theta_1 = \frac{\tilde{p}_h - \epsilon}{\rho_h - \rho_{h,\text{min}}} \quad \theta_2 = \frac{p(\mathbf{w}_h) - \epsilon}{p(\mathbf{w}_h) - p_{h,\text{min}}} \quad \theta_3 = \frac{q(\mathbf{w}_h)}{q(\mathbf{w}_h) - q_{h,\text{max}}} \quad (4.4) \]

with

\[ \rho_{h,\text{min}} = \min_{x \in K} \rho_h(x), \quad p_{h,\text{min}} = \min_{x \in K} p(\mathbf{w}_h(x)), \quad q_{h,\text{max}} = \max_{x \in K} q(\mathbf{w}_h(x)), \quad (4.5) \]

where \( K \) may be chosen as \( S_j(j = 1, \cdots, N) \) in one dimensional case, dictated by Theorem 3.3. Also in the CFL condition given in (3.13), \( \sigma = \|u\| + c_{\infty} \), where \( c = \sqrt{\frac{p}{\rho}} \) is the sound speed.

4.2. 2D case

Consider the two dimensional compressible Euler equations of the form

\[ \partial_t \mathbf{w} + \nabla \cdot \mathbf{F}(\mathbf{w}) = 0, \quad (4.6) \]

with \( \mathbf{w} = (\rho, m, n, E)^\top \), \( \mathbf{F}(\mathbf{w}) = (F_1(\mathbf{w}), F_2(\mathbf{w})) \), where

\[ F_1(\mathbf{w}) = (m, \rho u^2 + p, \rho uv, (E + p)u)^\top, \quad F_2(\mathbf{w}) = (n, \rho uv, \rho v^2 + p, (E + p)v)^\top \quad (4.7) \]

\[ m = \rho u, \quad n = \rho v, \quad E = \frac{1}{2} \rho u^2 + \frac{1}{2} \rho v^2 + \frac{p}{\gamma - 1}. \quad (4.8) \]

In order to apply Theorem 3.4, we first show that (3.21) admits the same invariant region \( \Sigma \). The invariant region for weak solutions to hyperbolic conservation law systems is in general an open problem due to lack of the well-posedness result. As observed by Lax in [17], Glimm’s solutions for one-dimensional systems satisfy all relevant entropy conditions, therefore, in [13] necessary and sufficient conditions for a region to be invariant for (Glimm) solutions of the system of conservation laws are given. We shall verify Hoff’s conditions, for which the building blocks are Riemann solutions, as needed in the present situation with \( \Sigma \).

**Lemma 4.1.** Let \( \mathbf{v} \) be any unit vector, then system (3.21) with \( \mathbf{w} = (\rho, m, n, E)^\top \) and \( \mathbf{F}(\mathbf{w}) = (F_1(\mathbf{w}), F_2(\mathbf{w})) \), where \( F_1 \) and \( F_2 \) are given in (4.7), has the same invariant region

\[ \Sigma = \{ \mathbf{w} \mid \rho > 0, p > 0, q \leq 0 \}. \]

**Proof.** Let \( u^N = (u, v) \cdot \mathbf{v} \) and \( u^T = (u, v) \cdot \mathbf{v}^\perp \). System (3.21) can be rewritten as

\[ \partial_t \rho + \partial_h(\rho u^N) = 0, \]
\[ \partial_t (\rho u^N) + \partial_h(\rho (u^N)^2 + p) = 0, \]
\[ \partial_t (\rho u^T) + \partial_h(\rho u^N u^T) = 0, \]
\[ \partial_t E + \partial_h((E + p)u^N) = 0, \quad (4.9) \]

where
\[ p = (\gamma - 1)(E - \frac{1}{2} \rho (u^N)^2 - \frac{1}{2} \rho (u^T)^2) \]

as deduced from \[ p = (\gamma - 1)(E - \frac{1}{2} \rho u^2 - \frac{1}{2} \rho v^2) \]. These equations using the primitive variables: \[ U = (\rho, u^N, u^N, p)\] may be written as
\[ \partial_t U + A(U) \partial_n U = 0, \]
where
\[
A = \begin{pmatrix}
  u^N & \rho & 0 & 0 \\
  0 & u^N & 0 & 1/\rho \\
  0 & 0 & u^N & 0 \\
  \gamma p & 0 & 0 & u^N \\
\end{pmatrix}
\]
Its eigenvalues are \( u^N - c, u^N, u^N, u^N + c \), where the speed of sound is \( c = \sqrt{\gamma p/\rho} \). The associated left eigenvectors are
\[
\begin{align*}
l_1 & = (0, -\rho/2c, 0, 1/(2c^2)), \\
l_2 & = (1, 0, 0, -1/c^2), \\
l_3 & = (1, 0, 1, -1/c^2), \\
l_4 & = (0, \rho/(2c), 0, 1/(2c^2)).
\end{align*}
\]
Consider \( \partial \Sigma = [w] \quad \rho > 0, p > 0, q = 0 \), its normal direction is
\[ \hat{n} = (\gamma, 0, 0, -\gamma/c^2) = \gamma \hat{l}, \]
and \( \Sigma \) is convex. This meets the sufficient and necessary conditions given in [13, Corollary 3.3] for the intersection with a half space, therefore
\[ \Sigma = \{(\rho, m, n, E)^T | \rho > 0, p > 0, q > 0 \} \]
is an invariant region for (4.9).

We next identify the test sets \( S_K \) as required in Theorem 3.4. In fact, the existing results on test sets for positivity-preserving DG schemes established in [32,34] can still be used for the IRP DG schemes presented in this work. For approximation polynomials of degree \( k \), we discuss two kinds of meshes in the following.

(i) For rectangular mesh \( K = [x_{i-1/2}, x_{i+1/2}] \times [y_{j-1/2}, y_{j+1/2}] \), the test set \( S_K \) in [32, Theorem 3.1] is
\[
S_K = (S^x_i \times S^y_j) \cup (\hat{S}^x_i \times \hat{S}^y_j),
\]
where
\[
S^x_i = \{x^\beta, \beta = 1, \cdots, L\}, \quad S^y_j = \{y^\beta, \beta = 1, \cdots, L\}
\]
are the Gauss quadrature points on \([x_{i-1/2}, x_{i+1/2}]\) and \([y_{j-1/2}, y_{j+1/2}]\) respectively and \( L \) is chosen such that the quadrature rule is exact for single variable polynomials of degree \( 2k + 1 \), and
\[
\hat{S}^x_i = \{x^\alpha, \alpha = 1, \cdots, N\}, \quad \hat{S}^y_j = \{y^\alpha, \alpha = 1, \cdots, N\}
\]
are the Gauss–Lobatto quadrature points on \([x_{i-1/2}, x_{i+1/2}]\) and \([y_{j-1/2}, y_{j+1/2}]\) respectively and \( N \) is chosen such that \( 2N - 3 \geq k \).

In the form of decomposition (3.16) satisfying (3.17), the cell average \( \hat{w}^\beta_K \) is then given by
\[
\hat{w}^\beta_K = \sum_{A=2}^{N-1} \sum_{\beta=1}^{L} \frac{1}{2} w_{\beta} \hat{w}_A \left( w_h(x^\beta_i, y^\beta_j) + w_h(\hat{x}^\alpha_i, \hat{y}^\alpha_j) \right) + \sum_{l=1}^{4} \sum_{\beta=1}^{L} \frac{1}{2} w_{\beta} \hat{w}_l \hat{w}^l_{K^\beta},
\]
where \( w^\beta_K \) are values of approximation polynomial \( w_h \) in \( K \) at \( \beta \)-th quadrature points on the \( l \)-th edge of \( K \) and \( \hat{w}_l \) is the weight of first Gauss–Lobatto quadrature point and is equal to \( \hat{w}_N \). Then according to Theorem 3.4, we find the CFL condition for IRP DG schemes on rectangular meshes is
\[
\sigma \frac{\Delta t}{\Delta x \Delta y} \leq \frac{\hat{w}_1 c_0}{4(\Delta x + \Delta y)},
\]
where \( \sigma = \max\{||u||_\infty, ||v||_\infty, ||c||_\infty\} \) and \( c_0 \) is 1 or \( \frac{1}{2} \) depending on the IRP flux used.
Remark 4.1. For rectangular meshes, one could use a simple dimension by dimension decomposition for \( \hat{W}_K^{\beta+1} \), leading to a less restricted CFL condition on the time step, which is

\[
\Delta t = \frac{\hat{W}_1 c_0}{\frac{\sigma_1}{\Delta x} + \frac{\sigma_2}{\Delta y}}, \tag{4.11}
\]

as obtained in [32, (3.12)].

(ii) For triangular meshes, the authors in [34, (3.3)] introduced the following set of quadrature points, denoted by barycentric coordinates, as

\[
S_K = \left\{ \left( \frac{1}{2} + \nu^\beta, \frac{1}{2} + \hat{\nu}^\alpha \right), \left( \frac{1}{2} - \hat{\nu}^\alpha \right), \left( \frac{1}{2} - \hat{\nu}^\alpha \right) \right\},
\]

where \( \left( \frac{1}{2} + \nu^\beta, \frac{1}{2} + \hat{\nu}^\alpha \right) \) are the Gauss–Lobatto quadrature points and Gauss quadrature points on \([-\frac{1}{2}, \frac{1}{2}]\) respectively and \( N \) is chosen such that \( 2N - 3 \geq k \), where \( k \) is the degree of approximation polynomials.

We now show that this set can be used as a test set for the IRP DG schemes in Theorem 3.4. Based on this test set, a decomposition of the cell average that is of form (3.16) satisfying (3.17) was given in [34, (3.5)]:

\[
\hat{W}_K^{\beta} = \sum_{\alpha=1}^{P} c_\alpha \hat{W}_K^{\alpha} + \sum_{\beta=1}^{3N} \sum_{\nu=1}^{2} w_{\nu}^\beta \hat{W}_1^{\nu} \hat{W}_K^{\nu},
\]

where \( P = 3(N-2)(k+1) \), \( \hat{W}_K^{\beta} \) are approximations to solution values at quadrature points in the interior of \( K \), \( c_\alpha \) are the corresponding weights, \( \hat{W}_K^{\nu} \) are approximations at \( \nu-\text{th} \) quadrature point on \( \sigma_K \) from cell \( K \), \( w_{\nu}^\beta \) are weights of Gauss quadrature points and \( \hat{W}_1 \) is the weight of first Gauss–Lobatto quadrature point. Then, according to Theorem 3.4, we find that the CFL condition for IRP DG schemes on triangular meshes is

\[
\sigma \frac{\Delta t}{|K|} \leq \frac{2}{3|\partial K|} \hat{W}_1 c_0, \tag{4.12}
\]

where \( \sigma = \| \sqrt{\nu^2 + \nu^2} + c \|_\infty \) and \( c_0 \) is \( \frac{1}{2} \) or \( 1 \) depending on the used IRP flux. Here we have used the fact that the eigenvalues for the Jacobian matrix \( \partial_\nu (P(w) \cdot v) \) are \( \{ u \cdot v - c, u \cdot v, u \cdot v + c, u \cdot v \} \), where \( u = (u, v) \), and \( v \) is the unit vector, see [24].

With the test sets and CFL conditions given above, the IRP limiter (4.3) with (4.4) can be applied, where now \( x \in K \subset \mathbb{R}^2 \).

5. Numerical tests

In this section, we present numerical examples to test the performance of IRP DG schemes presented in previous sections. Unless it is stated specifically, the IRP flux used is the local Lax–Friedrichs flux. \( \gamma = 1.4 \) is taken for all of the examples.

The semi-discrete DG scheme is a closed ODE system

\[
\frac{d}{dt} W = L(W),
\]

where \( W \) consists of the unknown coefficients of the spatial basis, and \( L \) is the corresponding spatial operator. For the time discretization we use the third order SSP Runge–Kutta (RK3) method introduced in [25]:

\[
\begin{align*}
W^{(1)} & = W^0 + \Delta t L(W^0), \\
W^{(2)} & = \frac{3}{4} W^0 + \frac{1}{4} W^{(1)} + \frac{1}{4} \Delta t L(W^{(1)}), \\
W^{n+1} & = \frac{1}{3} W^0 + \frac{2}{3} W^{(2)} + \frac{2}{3} \Delta t L(W^{(2)}).
\end{align*}
\tag{5.1}
\]

We apply the IRP limiter at each time stage in the RK3 method with \( \epsilon = 10^{-13} \) for all of the examples. Notice that (5.1) is a linear convex combination of Euler forward method, therefore the invariant region is preserved by the full scheme if
In Table 1, the accuracy of the density function in Example 1 using the $P^1$-DG scheme is shown. The $L^\infty$ error and the order of accuracy are provided for both the DG scheme without limiter and with the IRP limiter. The results show that the scheme preserves linear accuracy, regardless of the order of the limiter.

In Table 2, the accuracy test for the density function in Example 1 using the $P^2$-DG scheme is shown. Similar to Table 1, the $L^\infty$ error and the order of accuracy are provided for both the DG scheme without limiter and with the IRP limiter. The results indicate that the scheme preserves an order of accuracy of 2.00, which is comparable to the order of accuracy for the $P^1$-DG scheme.

Table 3 presents some parameter values when the limiter is first called in the $P^1$-DG scheme solving Example 1. These values are used to determine the performance of the limiter.

Example 1 (1D accuracy tests). We test the accuracy of the IRP DG scheme solving the one-dimensional compressible Euler equations with periodic boundary conditions. The initial condition is

$$\rho_0(x) = 1 + 0.5 \sin(2\pi x), \quad u_0(x) = 1, \quad p_0(x) = 1$$

in domain $[0, 1]$. The exact solution is

$$\rho(x, y, t) = 1 + 0.5 \sin(2\pi (x - t)), \quad u(x, t) = 1, \quad p(x, t) = 1.$$ 

The final time is taken as $T = 0.1$. Listed in Table 1 and Table 2 are the errors and orders of accuracy of the DG method for density with and without the IRP limiter, respectively. For the $P^1$-DG scheme, we observe the desired order of accuracy for our IRP DG method, justifying that the IRP limiter does not destroy the accuracy for smooth solutions. We also see that the errors with or without the limiter are comparable. While for $P^2$-DG scheme with IRP limiter, the third order of accuracy is observed before the mesh is refined to $N = 512$. The reason for the order loss with finer meshes could be that the DG polynomials in the intermediate stages in the Runge-Kutta method are already not of the desired order, then the accuracy of modified polynomials using the IRP limiter is also affected. Such phenomenon has also been observed and discussed in [33], in which the SSP multi-step time discretization is used to avoid such issue. We also observe that if we halve the time step for $P^2$-DG scheme with the IRP limiter, then the desired order of accuracy can be recovered.

In order to see that the IRP limiter is indeed turned on, we present Table 3 (for $P^1$-DG scheme) and Table 4 (for $P^2$-DG scheme) showing some information when the IRP limiter is called for the first time in the code. Here $N$ is the number of
Table 4
Some parameter values when the limiter is first called in the $P^2$-DG scheme solving Example 1.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$j$</th>
<th>$q_{\text{max}}$</th>
<th>$q(\mathbf{w}_j)$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>5</td>
<td>6.25E–05</td>
<td>–1.61E–02</td>
<td>0.996141</td>
</tr>
<tr>
<td>32</td>
<td>9</td>
<td>3.91E–06</td>
<td>–4.07E–03</td>
<td>0.99940</td>
</tr>
<tr>
<td>64</td>
<td>17</td>
<td>2.44E–07</td>
<td>–1.02E–03</td>
<td>0.999760</td>
</tr>
<tr>
<td>128</td>
<td>33</td>
<td>1.53E–08</td>
<td>–2.55E–04</td>
<td>0.999940</td>
</tr>
<tr>
<td>256</td>
<td>65</td>
<td>9.54E–10</td>
<td>–6.37E–05</td>
<td>0.999985</td>
</tr>
<tr>
<td>512</td>
<td>129</td>
<td>5.96E–11</td>
<td>–1.59E–05</td>
<td>0.999996</td>
</tr>
<tr>
<td>1024</td>
<td>257</td>
<td>3.71E–12</td>
<td>–3.98E–06</td>
<td>0.999999</td>
</tr>
</tbody>
</table>

Table 5
Accuracy test for density function in Example 2 using $P^1$-DG scheme.

<table>
<thead>
<tr>
<th>$P^1$ DG</th>
<th>Without limiter</th>
<th>With IRP limiter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N \times N$</td>
<td>$L^\infty$ Error</td>
<td>Order</td>
</tr>
<tr>
<td>32 $\times$ 32</td>
<td>8.96E–03</td>
<td>/</td>
</tr>
<tr>
<td>64 $\times$ 64</td>
<td>2.18E–03</td>
<td>2.04</td>
</tr>
<tr>
<td>128 $\times$ 128</td>
<td>4.96E–04</td>
<td>2.14</td>
</tr>
<tr>
<td>256 $\times$ 256</td>
<td>1.23E–04</td>
<td>2.02</td>
</tr>
<tr>
<td>512 $\times$ 512</td>
<td>3.07E–05</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Table 6
Accuracy test for density function in Example 2 using $P^2$-DG scheme.

<table>
<thead>
<tr>
<th>$P^2$ DG</th>
<th>Without limiter</th>
<th>With IRP limiter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>$L^\infty$ Error</td>
<td>Order</td>
</tr>
<tr>
<td>16</td>
<td>2.84E–03</td>
<td>/</td>
</tr>
<tr>
<td>32</td>
<td>4.04E–04</td>
<td>2.82</td>
</tr>
<tr>
<td>64</td>
<td>5.11E–05</td>
<td>2.98</td>
</tr>
<tr>
<td>128</td>
<td>6.39E–06</td>
<td>3.00</td>
</tr>
<tr>
<td>256</td>
<td>8.06E–07</td>
<td>2.99</td>
</tr>
</tbody>
</table>

Table 7
Some parameter values when the limiter is first called in the $P^1$-DG scheme solving Example 2.

<table>
<thead>
<tr>
<th>$N \times N$</th>
<th>$(i, j)$</th>
<th>$q_{\text{max}}$</th>
<th>$q(\mathbf{w}_j)$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>32 $\times$ 32</td>
<td>(7, 1)</td>
<td>1.95E–02</td>
<td>–3.08E–02</td>
<td>0.6119</td>
</tr>
<tr>
<td>64 $\times$ 64</td>
<td>(15, 1)</td>
<td>4.93E–03</td>
<td>–7.77E–03</td>
<td>0.6120</td>
</tr>
<tr>
<td>128 $\times$ 128</td>
<td>(31, 1)</td>
<td>1.23E–03</td>
<td>–1.95E–03</td>
<td>0.6120</td>
</tr>
<tr>
<td>256 $\times$ 256</td>
<td>(63, 1)</td>
<td>3.09E–04</td>
<td>–4.87E–04</td>
<td>0.6120</td>
</tr>
<tr>
<td>512 $\times$ 512</td>
<td>(127, 1)</td>
<td>7.72E–05</td>
<td>–1.22E–04</td>
<td>0.6120</td>
</tr>
</tbody>
</table>

meshes used in spatial discretization, $j$ denotes that the limiter is applied in the $j$-th cell, $q_{\text{max}}$ is defined in (4.5) and $\theta$ is the limiter parameter given in (4.3). For the $P^3$-DG, numerical solutions remain in the invariant region, while no IRP limiter is called.

Example 2 (2D accuracy tests). We test the accuracy of the IRP DG scheme on a low density problem in two dimensional case. The initial condition is

$$\rho_0(x, y) = 1 + 0.99 \sin(x + y), \quad u_0(x, y) = 1, \quad v_0(x, y) = 1, \quad p_0(x, y) = 1$$

in domain $[0, 2\pi]$ with periodic boundary conditions. The exact solution is

The final time is $T = 0.1$. From Table 5 and Table 6 we can see close to $k + 1$-th order of accuracy of the IRP DG scheme with polynomials of degree $k$. Listed in Table 7 (for $P^1$-DG scheme) and Table 8 (for $P^2$-DG scheme) are values of $\theta$ and related indicators when the IRP limiter is called in the code for the first time. $(i, j)$ denotes that the limiter is used in the $(i, j)$-th cell.

In the following examples, we test the IRP DG schemes solving 1D and 2D Riemann problems, respectively. We compare the results between those with the IRP limiter (4.3) and those with only positivity-preserving limiter; that is, using $\theta = \min\{1, \theta_1, \theta_2\}$, where $\theta_1$ and $\theta_2$ are defined as in (4.4).
Table 8

<table>
<thead>
<tr>
<th>N × N</th>
<th>(i, j)</th>
<th>q_{\text{min}}</th>
<th>q(W)</th>
<th>\theta</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 × 16</td>
<td>(3, 1)</td>
<td>1.98E−03</td>
<td>−0.12</td>
<td>0.9836</td>
</tr>
<tr>
<td>32 × 32</td>
<td>(7, 1)</td>
<td>8.26E−05</td>
<td>−3.08E−02</td>
<td>0.9973</td>
</tr>
<tr>
<td>64 × 64</td>
<td>(17, 1)</td>
<td>1.52E−06</td>
<td>−7.60E−03</td>
<td>0.9998</td>
</tr>
<tr>
<td>128 × 128</td>
<td>(33, 1)</td>
<td>2.88E−07</td>
<td>−1.84E−03</td>
<td>0.9998</td>
</tr>
<tr>
<td>256 × 256</td>
<td>(65, 1)</td>
<td>2.69E−08</td>
<td>−4.55E−04</td>
<td>0.9999</td>
</tr>
</tbody>
</table>

Example 3 (1D Sod tube problem). Consider the Sod initial data:

\[
\rho(x, y, t) = 1 + 0.99 \sin(x + y - 2t), \quad u(x, y, t) = 1, \quad v(x, y, t) = 1, \quad p(x, y, t) = 1.
\]

\[
(\rho, m, E) = \begin{cases} 
(1, 0, 2.5), & x < 0, \\
(0.125, 0.25, 0), & x \geq 0.
\end{cases}
\]

The exact solution, which can be obtained by using the formula given in [21, section 14.11.14.12], consists of a composite wave, that is, a rarefaction wave followed by a contact discontinuity and then by a shock. The numerical solution obtained from the $p^2$-DG scheme on 200 cells at final time $T = 0.16$ is displayed in Fig. 1, from which we can see that the IRP limiter helps to reduce the oscillations near the interface between the rarefaction waves and the contact discontinuity. It also helps to damp the overshoots and the undershoots. For example, with positivity-preserving limiter alone, the maximum and minimum of velocity solution is 1.004 and −0.177, respectively; while by using the IRP limiter, the maximum and minimum of velocity become 0.98 and −0.171, respectively.

Example 4 (1D double rarefaction problem). We consider the one dimensional Riemann problem with initial condition

\[
(\rho, u) = \begin{cases} 
(1, -12, 1), & x < 0, \\
(1, 12, 1), & x \geq 0.
\end{cases}
\]

The exact solution consists of two double rarefaction waves moving in opposite directions, which results in the creation of a vacuum in the center of the domain. For this problem, we use the global Lax–Friedrich flux and a reduced time step in order to avoid the blow-ups in the computation. The numerical solution obtained from the $p^2$-DG scheme on 400 cells is displayed at the final time $T = 0.3$ in Fig. 2, from which we see that both numerical schemes capture the vacuum region well. Moreover, the IRP DG scheme can help to damp the overshoots near the top of the rarefactions. Although we use $\Delta t = \frac{\Delta x}{160}$ to obtain results in Fig. 2, it’s been noticed that the time step required to obtain a reasonable solution by the IRP DG scheme ($\Delta t = \frac{\Delta x}{160}$) is less restricted than the one by the scheme using only positivity-preserving limiter ($\Delta t = \frac{\Delta x}{196}$).

Example 5 (2D Riemann problem). For two dimensional Euler equations, there are nineteen configurations of Riemann solutions that have been studied in [19,30]. In this example, we test only two configurations.

The first configuration (Configuration 2 in [19]) has the initial condition as

\[
(\rho, u, v, p) = \begin{cases} 
(1, 0.0, 1), & (x, y) \in (0.5, 1) \times (0.5, 1) \\
(0.5197, -0.7259, 0, 0.4), & (x, y) \in (0.5, 0.5) \times (0.5, 1) \\
(1, -0.7259, -0.7259, 1), & (x, y) \in (0.5, 0.5) \times (0, 0.5) \\
(0.5197, 0, -0.7259, 0.4), & (x, y) \in (0.5, 1) \times (0, 0.5)
\end{cases}.
\]

The solution consists of four rarefaction waves. From the contour plots in Fig. 3, we can see the IRP limiter helps to make the solution smoother.

The second configuration (Configuration 6 in [19]) has the initial condition as

\[
(\rho, u, v, p) = \begin{cases} 
(1, 0.75, -0.5, 1), & (x, y) \in (0.5, 1) \times (0.5, 1) \\
(2, 0.75, 0.5, 1), & (x, y) \in (0.5, 0.5) \times (0.5, 1) \\
(3, -0.75, 0.5, 1), & (x, y) \in (0.5, 0.5) \times (0, 0.5) \\
(3, 0.75, -0.5, 1), & (x, y) \in (0.5, 1) \times (0, 0.5)
\end{cases}.
\]

The solution consists of four two-dimensional slip lines. See Fig. 4. We zoom in the plot near the lower left and lower right interface between two constant states and observe that the IRP limiter helps to damp some of the oscillations. See Fig. 5.
Fig. 1. Sod shock tube problem. Exact solution (solid line) vs numerical solution (dots); Left: With positive-preserving limiter; Right: With invariant-region-preserving limiter.

Remark 5.1. From the examples above, we can see that the IRP limiter presented in this work is still a mild limiter, especially for two dimensional case, and oscillations may not be completely damped even the invariant region has been preserved. For stronger oscillations, some stricter limiters may be needed.
**Fig. 2.** 1D double rarefaction problem. Exact solution (solid line) vs numerical solution (dots); Left: with positivity-preserving limiter; Right: with IRP limiter.

**Fig. 3.** Configuration 2. Contour plot of numerical solution of density with 30 contour levels. Left: with positive-preserving limiter; Right: with invariant-region-preserving limiter.
Fig. 4. Configuration 6. Contour plot of numerical solution of density with 30 contour levels. Left: with positive-preserving limiter; Right: with invariant-region-preserving limiter.

Fig. 5. Zoom-in plot of contour plots of configuration 6. Left: with positive-preserving limiter; Right: with invariant-region-preserving limiter. Top: lower-left interface; Bottom: lower-right interface.
6. Concluding remarks

In this paper we investigate invariant-region-preserving (IRP) DG schemes for multi-dimensional hyperbolic conservation law systems, with an application to the compressible Euler equations. Assume that the underlying system admits a global invariant region which is a convex set in the phase space, an explicit IRP limiter is implemented in such a way that the cell averages remain in the invariant region for the entire simulation, which adds a degree of robustness to our IRP DG schemes. We rigorously prove that the invariant region limiter maintains both conservation and high order accuracy. The loss of accuracy might occur when the cell average is close to the boundary of the convex set. A generic algorithm incorporating the IRP limiter is presented for high order finite volume type schemes, and sufficient conditions are further identified if we assume the projected one-dimensional system shares the same invariant region as the full multi-dimensional hyperbolic system. We then apply the results to both one and two dimensional compressible Euler equations so to obtain high order IRP DG schemes. We demonstrate the effectiveness and efficiency of the IRP DG schemes on one- and two-dimensional compressible Euler equations. High-order accuracy is retained after applying the IRP limiter to a set of test problems, while some oscillations in the numerical solution are damped by the limiter as desired.

Acknowledgements

We would like to thank the associate editor and two reviewers for many constructive comments that improved the presentation of the paper.

Appendix A

In this appendix, we show that for the compressible Euler equations, where the pressure function is concave but not strictly concave, Lemma 2.1 still holds. We consider the one-dimensional case, where the invariant region is given in (4.2).

Proof. Since \( p \) is concave, using Jensen’s inequality and the assumption, we have

\[
p(\bar{w}) = p\left(\frac{1}{|K|} \int_K w(x) dx\right) \geq \frac{1}{|K|} \int_K p(w(x))dx \geq 0.
\]

With this, we can show \( p(\bar{w}) < 0 \). Otherwise if \( p(\bar{w}) = 0 \), we must have \( p(w(x)) = 0 \) for all \( x \in K \); that is

\[
p(\bar{w}) = p(w) = 0.
\]

Upon taking cell average of this relation on both sides, we have

\[
p(\bar{w}) = \frac{1}{|K|} \int_K p(w(x))dx.
\]

By taking the Taylor expansion around \( \bar{w} \), we have

\[
p(w(x)) = p(\bar{w}) + \nabla_w p(\bar{w}) \cdot \xi + \xi^T H \xi, \quad \forall x \in I, \quad \xi := w(x) - \bar{w},
\]

which upon integration yields \( \frac{1}{|K|} \int_K \xi^T H \xi dx = 0 \), where \( H \) is the Hessian matrix of \( p \):

\[
H = (\gamma - 1) \begin{pmatrix}
-\frac{m^2}{\rho^2} & \frac{m}{\rho^2} & 0 \\
\frac{m}{\rho^2} & -\frac{1}{\rho} & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

Since \( p \) is a concave function of \( w = (\rho, m, E)^T \), then \( H \) is semi-definite and we have \( \xi^T H \xi \equiv 0 \). Therefore, \( \xi \) must be in the eigenvalue space corresponding to the zero eigenvalue, that is \( \xi = c_1 v_1 + c_2 v_2 \), where \( v_1 = (0, 0, 1)^T \) and \( v_2 = (\rho(x)/m(x), 1, 0)^T \). Hence \( m(x) \) and \( E(x) \) must be constants, so is \( \rho(x) \) following from (A.1), which contradicts the assumption. \( \square \)

Appendix B

In this appendix, we present the proof for Lemma 3.2.

Proof. When the HLLC flux is used in (3.2), there are sixteen different cases in total. Among them, four cases have been included in the HLL flux, so we only need to verify the other twelve cases.
For each case, we rewrite \( w_{j}^{n+1} \) in (3.2) as a convex linear combination of some terms that can be shown in the invariant region. Here we use \( \sigma_{k,l} \), \( \sigma_{k,r} \) and \( \sigma_{k,*} \) to denote the leftmost, rightmost and middle wave speeds at \( x_k \) for \( k = j \pm 1 \), and \( (w_{ul})_{k} \) and \( (w_{ur})_{k} \) to denote the two intermediate states at \( n \)-th time step corresponding to \( x_k \) for \( k = j \pm \frac{1}{2} \).

Case 1: If \( \sigma_{j-\frac{1}{2},l} \geq 0 \) and \( \sigma_{j+\frac{1}{2},r} \leq 0 \leq \sigma_{j+\frac{1}{2},*} \), then
\[
\hat{f}_{j-\frac{1}{2}} = f(w_{j-1}^{n}), \quad \hat{f}_{j+\frac{1}{2}} = (f_{ul})_{j+\frac{1}{2}} = f(w_{j}^{n}) + \sigma_{j+\frac{1}{2},r} \left( (w_{ul})_{j+\frac{1}{2}} - w_{j}^{n} \right),
\]
and
\[
w_{j}^{n+1} = w_{j}^{n} - \lambda((f_{ul})_{j+\frac{1}{2}} - f(w_{j-1}^{n}))
\]
\[
= \left(1 + \lambda \sigma_{j+\frac{1}{2},l} - \lambda \sigma_{j-\frac{1}{2},r}\right)w_{j}^{n} + \lambda \sigma_{j-\frac{1}{2},r} \hat{w}.
\]
where
\[
\hat{w} = \frac{\sigma_{j-\frac{1}{2},r}w_{j}^{n} - \sigma_{j+\frac{1}{2},r}w_{j-1}^{n}}{\sigma_{j-\frac{1}{2},r} - \sigma_{j+\frac{1}{2},r}} - \frac{f(w_{j}^{n}) - f(w_{j-1}^{n})}{\sigma_{j-\frac{1}{2},r} - \sigma_{j+\frac{1}{2},r}}.
\] (B.1)

Case 2: If \( \sigma_{j-\frac{1}{2},l} \geq 0 \) and \( \sigma_{j+\frac{1}{2},*} \leq 0 \leq \sigma_{j+\frac{1}{2},r} \), then
\[
\hat{f}_{j-\frac{1}{2}} = f(w_{j-1}^{n}), \quad \hat{f}_{j+\frac{1}{2}} = (f_{ur})_{j+\frac{1}{2}} = (f_{ul})_{j+\frac{1}{2}} + \sigma_{j+\frac{1}{2},*} \left( (w_{ur})_{j+\frac{1}{2}} - (w_{ul})_{j+\frac{1}{2}} \right),
\]
and
\[
w_{j}^{n+1} = w_{j}^{n} - \lambda((f_{ur})_{j+\frac{1}{2}} - f(w_{j-1}^{n}))
\]
\[
= w_{j}^{n} - \lambda((f_{ul})_{j+\frac{1}{2}} - f(w_{j-1}^{n})) - \lambda \sigma_{j+\frac{1}{2},*} \left( (w_{ur})_{j+\frac{1}{2}} - (w_{ul})_{j+\frac{1}{2}} \right)
\]
\[
= \left(1 + \lambda \sigma_{j+\frac{1}{2},l} - \lambda \sigma_{j-\frac{1}{2},r}\right)w_{j}^{n} + \lambda \sigma_{j-\frac{1}{2},r} \hat{w}
\]
\[
+ \lambda \left( \sigma_{j+\frac{1}{2},*} - \sigma_{j+\frac{1}{2},l} \right) (w_{ur})_{j+\frac{1}{2}} + \left( -\lambda \sigma_{j+\frac{1}{2},*} \right) (w_{ur})_{j+\frac{1}{2}},
\]
where \( \hat{w} \) is given by (B.1).

Case 3: If \( \sigma_{j-\frac{1}{2},*} \leq 0 \leq \sigma_{j-\frac{1}{2},r} \) and \( \sigma_{j+\frac{1}{2},r} \leq 0 \), then
\[
\hat{f}_{j-\frac{1}{2}} = (f_{ur})_{j-\frac{1}{2}} = f(w_{j}^{n}) + \sigma_{j-\frac{1}{2},r} \left( (w_{ur})_{j-\frac{1}{2}} - w_{j}^{n} \right), \quad \hat{f}_{j+\frac{1}{2}} = f(w_{j+1}^{n}),
\]
and
\[
w_{j}^{n+1} = w_{j}^{n} - \lambda \left( f(w_{j+1}^{n}) - (f_{ur})_{j-\frac{1}{2}} \right)
\]
\[
= \lambda \left( \sigma_{j+\frac{1}{2},r} - \sigma_{j-\frac{1}{2},l} \right) w + \left( -\lambda \sigma_{j+\frac{1}{2},*} \right) w_{j+1}^{n}
\]
\[
+ \left(1 - \lambda \sigma_{j-\frac{1}{2},r} + \lambda \sigma_{j+\frac{1}{2},l} \right) w_{j}^{n} + \lambda \sigma_{j-\frac{1}{2},r} (w_{ur})_{j-\frac{1}{2}},
\]
where
\[
\hat{w} = \frac{\sigma_{j+\frac{1}{2},*}w_{j+1}^{n} - \sigma_{j+\frac{1}{2},r}w_{j}^{n}}{\sigma_{j+\frac{1}{2},*} - \sigma_{j+\frac{1}{2},r}} - \frac{f(w_{j+1}^{n}) - f(w_{j}^{n})}{\sigma_{j+\frac{1}{2},*} - \sigma_{j+\frac{1}{2},r}}.
\] (B.2)

Case 4: If \( \sigma_{j-\frac{1}{2},l} \leq 0 \) and \( \sigma_{j+\frac{1}{2},*} \leq 0 \leq \sigma_{j+\frac{1}{2},r} \), then
\[
\hat{f}_{j-\frac{1}{2}} = (f_{ul})_{j-\frac{1}{2}} = (f_{ur})_{j-\frac{1}{2}} - \sigma_{j-\frac{1}{2},*} \left( (w_{ur})_{j-\frac{1}{2}} - (w_{ul})_{j-\frac{1}{2}} \right), \quad \hat{f}_{j+\frac{1}{2}} = f(w_{j+1}^{n}),
\]
and

$$w_j^{n+1} = w_j^n - \lambda \left( f(w_{j+1}^n) - (f_{sl})_{j+\frac{1}{2}} \right)$$

$$= w_j^n - \lambda \left( f(w_{j+1}^n) - (f_{sr})_{j+\frac{1}{2}} - \lambda \sigma_{j+\frac{1}{2},r} \left( (w_{sr})_{j-\frac{1}{2}} - (w_{sl})_{j-\frac{1}{2}} \right) \right)$$

$$= \lambda \left( \sigma_{j+\frac{1}{2},r} - \sigma_{j+\frac{1}{2},l} \right) \hat{w} + \left( -\lambda \sigma_{j+\frac{1}{2},l} \right) w_{j+1}^n + \lambda \sigma_{j+\frac{1}{2},r} (w_{sl})_{j-\frac{1}{2}}$$

$$\text{where } \hat{w} \text{ is given by (B.2).}$$

**Case 5:** If $\sigma_{j-\frac{1}{2},l} \leq 0 \leq \sigma_{j-\frac{1}{2},r}$ and $\sigma_{j+\frac{1}{2},l} \leq 0 \leq \sigma_{j+\frac{1}{2},r}$, then

$$\hat{f}_{j-\frac{1}{2}} = (f_{sl})_{j-\frac{1}{2}} = -(f_{sr})_{j-\frac{1}{2}} - \sigma_{j-\frac{1}{2},r} \left( (w_{sr})_{j-\frac{1}{2}} - (w_{sl})_{j-\frac{1}{2}} \right)$$

$$\hat{f}_{j+\frac{1}{2}} = (f_{sl})_{j+\frac{1}{2}} = f(w_j^n) + \sigma_{j+\frac{1}{2},l} \left( (w_{sl})_{j+\frac{1}{2}} - w_j^n \right)$$

and

$$w_j^{n+1} = w_j^n - \lambda \left( (f_{sl})_{j+\frac{1}{2}} - (f_{sr})_{j+\frac{1}{2}} \right)$$

$$= \left( 1 + \sigma_{j+\frac{1}{2},l} - \sigma_{j+\frac{1}{2},r} \right) w_j^n + \left( -\lambda \sigma_{j+\frac{1}{2},l} \right) w_{j+1}^n + \lambda \left( \sigma_{j+\frac{1}{2},l} - \sigma_{j+\frac{1}{2},r} \right) (w_{sl})_{j+\frac{1}{2}}$$

**Case 6:** If $\sigma_{j-\frac{1}{2},l} \leq 0 \leq \sigma_{j-\frac{1}{2},r}$ and $\sigma_{j+\frac{1}{2},l} \leq 0 \leq \sigma_{j+\frac{1}{2},r}$, then

$$\hat{f}_{j-\frac{1}{2}} = (f_{sr})_{j-\frac{1}{2}} = f(w_j^n) + \sigma_{j-\frac{1}{2},l} \left( (w_{sr})_{j-\frac{1}{2}} - w_j^n \right)$$

$$\hat{f}_{j+\frac{1}{2}} = (f_{sl})_{j+\frac{1}{2}} = (f_{sl})_{j+\frac{1}{2}} + \sigma_{j+\frac{1}{2},l} \left( (w_{sr})_{j+\frac{1}{2}} - (w_{sl})_{j+\frac{1}{2}} \right)$$

then

$$w_j^{n+1} = w_j^n - \lambda \left( (f_{sr})_{j+\frac{1}{2}} - (f_{sl})_{j+\frac{1}{2}} \right)$$

$$= \left( 1 + \lambda \sigma_{j+\frac{1}{2},l} - \lambda \sigma_{j+\frac{1}{2},r} \right) w_j^n + \left( -\lambda \sigma_{j+\frac{1}{2},l} \right) w_{j+1}^n + \lambda \left( \sigma_{j+\frac{1}{2},l} - \sigma_{j+\frac{1}{2},r} \right) (w_{sr})_{j+\frac{1}{2}}$$

**Case 7:** If $\sigma_{j-\frac{1}{2},l} \leq 0 \leq \sigma_{j-\frac{1}{2},r}$ and $\sigma_{j+\frac{1}{2},l} \leq 0 \leq \sigma_{j+\frac{1}{2},r}$, then

$$\hat{f}_{j-\frac{1}{2}} = (f_{sr})_{j-\frac{1}{2}} = f(w_j^n) + \sigma_{j-\frac{1}{2},l} \left( (w_{sr})_{j-\frac{1}{2}} - w_j^n \right)$$

$$\hat{f}_{j+\frac{1}{2}} = (f_{sr})_{j+\frac{1}{2}} = f(w_j^n) + \sigma_{j+\frac{1}{2},l} \left( (w_{sr})_{j+\frac{1}{2}} - w_j^n \right)$$

and

$$w_j^{n+1} = w_j^n - \lambda \left( (f_{sr})_{j+\frac{1}{2}} - (f_{sl})_{j+\frac{1}{2}} \right)$$

$$= \left( 1 + \lambda \sigma_{j+\frac{1}{2},l} - \lambda \sigma_{j+\frac{1}{2},r} \right) w_j^n + \left( -\lambda \sigma_{j+\frac{1}{2},l} \right) w_{j+1}^n + \lambda \left( \sigma_{j+\frac{1}{2},l} - \sigma_{j+\frac{1}{2},r} \right) (w_{sr})_{j+\frac{1}{2}}$$

**Case 8:** If $\sigma_{j-\frac{1}{2},l} \leq 0 \leq \sigma_{j-\frac{1}{2},r}$ and $\sigma_{j+\frac{1}{2},l} \leq 0 \leq \sigma_{j+\frac{1}{2},r}$, then

$$\hat{f}_{j-\frac{1}{2}} = (f_{sl})_{j-\frac{1}{2}} = (f_{sl})_{j-\frac{1}{2}} - \sigma_{j-\frac{1}{2},l} \left( (w_{sr})_{j-\frac{1}{2}} - (w_{sl})_{j-\frac{1}{2}} \right)$$

$$\hat{f}_{j+\frac{1}{2}} = (f_{sr})_{j+\frac{1}{2}} = (f_{sr})_{j+\frac{1}{2}} + \sigma_{j+\frac{1}{2},l} \left( (w_{sr})_{j+\frac{1}{2}} - (w_{sl})_{j+\frac{1}{2}} \right)$$. 
and 
\[ w_{j+1} = w_j - \lambda \left( (f_{st})_{j+1} - (f_{st})_{j} \right) \]
\[ = \left( 1 + \lambda \sigma_{j+\frac{1}{2},s} - \lambda \sigma_{j+\frac{1}{2},r} \right) w_j + \lambda \sigma_{j-\frac{1}{2},s} (w_{sl})_{j-\frac{1}{2}} + \left( -\lambda \sigma_{j+\frac{1}{2},s} \right) (w_{sr})_{j+\frac{1}{2}} \]
\[ + \left( \lambda \sigma_{j+\frac{1}{2},s} - \lambda \sigma_{j+\frac{1}{2},r} \right) (w_{sl})_{j+\frac{1}{2}} + \left( \lambda \sigma_{j-\frac{1}{2},r} - \lambda \sigma_{j-\frac{1}{2},s} \right) (w_{sr})_{j-\frac{1}{2}}. \]

Case 9: If \( \sigma_{j-\frac{1}{2},s} \leq \sigma_{j-\frac{1}{2},r} \) and \( 0 \leq \sigma_{j+\frac{1}{2},s} \), then
\[ \hat{f}_{j-\frac{1}{2}} = (f_{sr})_{j-\frac{1}{2}} = f(w_j^0) + \sigma_{j-\frac{1}{2},r} (w_{sr})_{j-\frac{1}{2}} - w_j^0, \]
and
\[ w_{j+1} = w_j^0 - \lambda \left( f(w_j^0) - (f_{st})_{j-\frac{1}{2}} \right) \]
\[ = \left( 1 - \lambda \sigma_{j-\frac{1}{2},r} \right) w_j^0 + \lambda \sigma_{j-\frac{1}{2},r} (w_{sr})_{j-\frac{1}{2}}. \]

Case 10: If \( \sigma_{j-\frac{1}{2},s} \leq \sigma_{j-\frac{1}{2},r} \) and \( 0 \leq \sigma_{j+\frac{1}{2},s} \), then
\[ \hat{f}_{j-\frac{1}{2}} = (f_{sr})_{j-\frac{1}{2}} = (f_{sr})_{j-\frac{1}{2}} - \sigma_{j-\frac{1}{2},s} (w_{sr})_{j-\frac{1}{2}} - w_j^0, \]
and
\[ w_{j+1} = w_j^0 - \lambda \left( f(w_j^0) - (f_{st})_{j-\frac{1}{2}} \right) \]
\[ = \left( 1 - \lambda \sigma_{j-\frac{1}{2},r} \right) w_j^0 + \lambda \sigma_{j-\frac{1}{2},r} (w_{sr})_{j-\frac{1}{2}}. \]

Case 11: If \( \sigma_{j-\frac{1}{2},s} \leq 0 \) and \( \sigma_{j+\frac{1}{2},s} \leq 0 \leq \sigma_{j+\frac{1}{2},s} \), then
\[ \hat{f}_{j-\frac{1}{2}} = f(w_j^0), \]
and
\[ w_{j+1} = w_j^0 - \lambda \left( f(w_j^0) - (f_{st})_{j-\frac{1}{2}} \right) \]
\[ = \left( 1 - \lambda \sigma_{j+\frac{1}{2},s} \right) w_j^0 + \lambda \sigma_{j+\frac{1}{2},s} (w_{sl})_{j+\frac{1}{2}}. \]

Case 12: If \( \sigma_{j-\frac{1}{2},s} \leq 0 \) and \( \sigma_{j+\frac{1}{2},s} \leq 0 \leq \sigma_{j+\frac{1}{2},r} \), then
\[ \hat{f}_{j-\frac{1}{2}} = f(w_j^0), \]
and
\[ w_{j+1} = w_j^0 - \lambda \left( f(w_j^0) - (f_{st})_{j-\frac{1}{2}} \right) \]
\[ = \left( 1 - \lambda \sigma_{j+\frac{1}{2},s} \right) w_j^0 + \lambda \sigma_{j+\frac{1}{2},s} (w_{sl})_{j+\frac{1}{2}} + \left( -\lambda \sigma_{j+\frac{1}{2},s} \right) (w_{sr})_{j+\frac{1}{2}}. \]

For \( w_j \), \( w_{j+1} \in \Sigma \), the intermediate states \((w_{sr})_k \) and \((w_{sl})_k, k = j \pm \frac{1}{2} \) are in \( \Sigma \). Also notice that \( \hat{w} \) in Case 1–4 are all in the form of \( (3.4) \), the cell average of some exact Riemann solutions, and therefore lie in \( \Sigma_0 \) by Lemma 2.1. Hence \( \lambda \sigma \leq \frac{1}{2} \) is a sufficient condition for \( w_{j+1} \) defined in \( (3.2) \) to be in \( \Sigma_0 \). □
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