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Abstract

In this paper, we investigate the anti-Ramsey (more precisely, anti-van der Waerden) properties of arithmetic progressions. For positive integers \( n \) and \( k \), the expression \( aw([n], k) \) denotes the smallest number of colors with which the integers \( \{1, \ldots, n\} \) can be colored and still guarantee there is a rainbow arithmetic progression of length \( k \). We establish that \( aw([n], 3) = \Theta(\log n) \) and \( aw([n], k) = n^{1-o(1)} \) for \( k \geq 4 \).

For positive integers \( n \) and \( k \), the expression \( aw(\mathbb{Z}_n, k) \) denotes the smallest number of colors with which elements of the cyclic group of order \( n \) can be colored and still guarantee there is a rainbow arithmetic progression of length \( k \). In this setting, arithmetic progressions can “wrap around,” and \( aw(\mathbb{Z}_n, 3) \) behaves quite differently from \( aw([n], 3) \), depending on the divisibility of \( n \). As shown in \cite{Jungić et al., Combin. Probab. Comput., 2003}, \( aw(\mathbb{Z}_{2^m}, 3) = 3 \) for any positive integer \( m \). We establish that \( aw(\mathbb{Z}_n, 3) \) can be computed from knowledge of \( aw(\mathbb{Z}_p, 3) \) for all of the prime factors \( p \) of \( n \). However, for \( k \geq 4 \), the behavior is similar to the previous case, that is, \( aw(\mathbb{Z}_n, k) = n^{1-o(1)} \).
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1 Introduction

Let \( G \) be an additive (abelian) group such as the integers or the integers modulo \( n \), and let \( S \) be a finite nonempty subset of \( G \). A \textit{k-term arithmetic progression} (\( k\)-AP) in \( S \) is a set of distinct elements of the form

\[
a, a + d, a + 2d, \ldots, a + (k-1)d
\]

where \( d \geq 1 \) and \( k \geq 2 \). An \textit{r-coloring} of \( S \) is a function \( c : S \rightarrow [r] \), where \([r] := \{1, \ldots, r\} \). We say such a coloring is \textit{exact} if \( c \) is surjective. Given an \( r \)-coloring \( c \) of \( S \), the \textit{i^{th} color class} is \( C_i := \{x \in S : c(x) = i\} \). An arithmetic progression is called \textit{rainbow} if the image of the progression under the \( r \)-coloring is injective. Formally, given \( c : S \rightarrow [r] \) we say a \( k \)-term arithmetic progression is rainbow if \( \{c(a+id) : i = 0, 1, \ldots, k-1\} \) has \( k \) distinct values.

The \textit{anti-van der Waerden number} \( aw(S, k) \) is the smallest \( r \) such that every exact \( r \)-coloring of \( S \) contains a rainbow \( k \)-term arithmetic progression. Note that this tautologically defines \( aw(S, k) = |S| + 1 \) whenever
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Theorem 1.1. For every integer \( n \geq 9 \),
\[
[\log_3 n] + 2 \leq \aw([n], 3) \leq [\log_2 n] + 1.
\]
Moreover, \( \aw([n], 3) = [\log_3 n] + 2 \) for \( n \in \{3, 4, 5, 6, 7\} \) and \( \aw([8], 3) = 5 \).

Theorem 1.1 is proven by Lemmas 2.3 and 2.6 (for \( n \geq 3 \)), and Remark 2.1 gives exact values of \( \aw([n], 3) \) that justify the second statement. We conjecture that the lower bound is, essentially, correct:

Conjecture 1.2. There exists a constant \( C \) such that \( \aw([n], 3) \leq [\log_3 n] + C \) for all \( n \geq 3 \).

The behavior of \( \aw([n], k) \) is, however, different for \( k \geq 4 \). Instead of logarithmic, it is almost linear:

Theorem 1.3. For \( k \geq 4 \),
\[
ne^{-O(\sqrt{\log n})} < \aw([n], k) \leq ne^{-log \log \log n - \omega(1)}.
\]

Theorem 1.3 is established by Lemma 2.8 and Corollary 2.14.

Finally, we consider arithmetic progressions in the cyclic group \( \mathbb{Z}_p \).

Remark 1.4. For positive integers \( n \) and \( k \), \( \aw(\mathbb{Z}_n, k) \leq \aw([n], k) \), because every AP in \([n]\) corresponds to an AP in \( \mathbb{Z}_n \).

However, because progressions in \( \mathbb{Z}_n \) may “wrap around,” there are additional APs in \( \mathbb{Z}_n \), some of which may be rainbow. Thus it is possible that every coloring of \( \mathbb{Z}_n \) with \( \aw([n], k) - 1 \) colors guarantees a rainbow \( k \)-AP, so strict inequality is possible. As was shown in [8, Theorem 3.5] (and follows from Theorem 1.6 below), there are infinitely many values of \( n \) for which \( \aw(\mathbb{Z}_n, 3) = 3 \), for example, when \( n \) is a power of two.

Definition 1.5. Let \( n \geq 3 \) be an integer. Define \( f_2(n) \) to be 0 if \( n \) is odd and 1 if \( n \) is even. Define \( f_3(n) \) to be the number of odd prime factors \( p \) of \( n \) that have \( \aw(\mathbb{Z}_p, 3) = 3 \) and \( f_4(n) \) to be the number of odd prime factors \( p \) of \( n \) that have \( \aw(\mathbb{Z}_p, 3) = 4 \), both counted according to multiplicity.

Theorem 1.6. For every prime number \( p \), \( 3 \leq \aw(\mathbb{Z}_p, 3) \leq 4 \). For an integer \( n \geq 2 \), the value of \( \aw(\mathbb{Z}_n, 3) \) is determined by the values of \( \aw(\mathbb{Z}_p, 3) \) for the prime factors \( p \):
\[
\aw(\mathbb{Z}_n, 3) = 2 + f_2(n) + f_3(n) + 2f_4(n).
\]

For an integer \( n \geq 2 \) having every prime factor less than 100, \( f_4(n) \) is the number of odd prime factors of \( n \) in the set \( Q_3 := \{17, 31, 41, 43, 73, 89, 97\} \) and \( f_3(n) \) is the number of odd prime factors of \( n \) in \( Q_3 \), where \( Q_3 \) is the set of all odd primes less than 100 and not in \( Q_3 \).

Theorem 1.6 is established by Proposition 3.3, Corollary 3.15, and Proposition 3.17. For \( k \geq 4 \), the bounds we obtain for \( \aw(\mathbb{Z}_n, k) \) are the same as those for \( \aw([n], k) \):

Theorem 1.7. For \( k \geq 4 \),
\[
ne^{-O(\sqrt{\log n})} < \aw(\mathbb{Z}_n, k) \leq ne^{-log \log \log n - \omega(1)}.
\]
Theorem [1.7] is established by Remark [1.4] and Lemma [3.20].

The structure of the paper is as follows: Section 2 presents results pertaining to $\text{aw}(\lbrack n \rbrack, k)$, with Theorem 1.1 proved in Section 2.1 and Theorem 1.3 proved in Section 2.2. Results pertaining to $\text{aw}(\mathbb{Z}_n, k)$ appear in Section 3, with Theorem 1.6 proved in Section 3.1 and Theorem 1.7 proved in Section 3.2. Section 4 describes the methods and algorithms used to compute values of $\text{aw}(\lbrack n \rbrack, k)$ and $\text{aw}(\mathbb{Z}_n, k)$, while Section 5 contains conjectures and open questions for future research.

In the remainder of this section we establish a basic but necessary observation that $\text{aw}(S, \cdot)$ is monotone in $k$.

**Observation 1.8.** Let $G$ be an additive (abelian) group such as the integers or the integers modulo $n$, let $S$ be a finite nonempty subset of $G$, and let $k \geq 3$ be an integer. Then $\text{aw}(S, k) \leq \text{aw}(S, k+1)$.

Observation 1.8 follows immediately from Proposition 1.9 below and was noted noted by Uherka in [13] for the function $\text{aw}(\lbrack n \rbrack, \cdot)$.

**Proposition 1.9.** Let $G$ be an additive (abelian) group such as the integers or the integers modulo $n$, let $S$ be a finite nonempty subset of $G$, and let $k \geq 3$ be an integer. If there is an exact $r$-coloring of $S$ that has no rainbow $k$-AP, then $\text{aw}(S, k) \geq r + 1$.

**Proof.** Let $c$ be an exact $r$-coloring of $S$ with color set $\{1, \ldots, r\}$ that has no rainbow $k$-AP. We proceed by constructing an exact $(r-1)$-coloring of $S$ with no rainbow $k$-AP. For $x \in S$, define

$$
\hat{c}(x) = \begin{cases} 
c(x) & \text{if } c(x) \in \{1, \ldots, r - 2\}, \\
r - 1 & \text{if } c(x) \in \{r-1, r\}.
\end{cases}
$$

Note that $\hat{c}$ is an exact $(r-1)$-coloring of $S$. Let $K$ be a $k$-AP in $S$. Since there is no rainbow $k$-AP under $c$ there exists $j, \ell \in K$ such that $c(j) = c(\ell)$. It then follows that $\hat{c}(j) = \hat{c}(\ell)$. Hence $K$ is not rainbow under the coloring $\hat{c}$. By the generality of $K$, $\hat{c}$ is an exact $(r-1)$-coloring of $S$ that has no rainbow $k$-AP. Repeating this construction we obtain an exact $(r-i)$-coloring of $S$ with no rainbow $k$-AP for $i \in \{1, 2, \ldots, r-1\}$. Therefore $\text{aw}(S, k) \geq r + 1$. 

2. $\text{aw}(\lbrack n \rbrack, k)$

In this section we establish properties of $\text{aw}(\lbrack n \rbrack, k)$. Sections 2.1 and 2.2 establish our main results for $\text{aw}(\lbrack n \rbrack, 3)$ and $\text{aw}(\lbrack n \rbrack, k), k \geq 4$, respectively. Sections 2.3 and 2.4 contain additional results valid for all $k$ and specific to $k = 3$, respectively.

In Table 1 we give our calculated values of $\text{aw}(\lbrack n \rbrack, k)$ for $k \geq 3$. We have a larger list of known values in the case of $k = 3$ that is included in Remark 2.1 below; in Table 1 we include only the values $\text{aw}(\lbrack n \rbrack, 3)$ for which we have a value for $\text{aw}(\lbrack n \rbrack, 4)$ so that we may compare them. We also restrict $n, k \geq 3$, and have stopped with $k = \lceil \frac{n}{2} \rceil + 1$, because $\text{aw}(\lbrack n \rbrack, k) = n$ if and only if $k \geq \lceil \frac{n}{2} \rceil + 1$ (Proposition 2.16 below).

The growth rates when $k = 3$ and when $k \geq 4$ appear to be different based on data given in Table 1. The upper bound of $\lceil \log_2 n \rceil + 1$ given in Proposition 2.6 for $k = 3$ and the lower bound of $n^{1-o(1)}$ in Lemma 2.8 for $k \geq 4$ confirm that the growth rates are indeed radically different.

2.1 Main results for $\text{aw}(\lbrack n \rbrack, 3)$

Before we address Theorem [1.1] we show a summary of the computed data for this case in Remark 2.1 below.

**Remark 2.1.** The exact values of $\text{aw}(\lbrack n \rbrack, 3)$ are known from computer computations (described in Section 4) for $n \leq 58$, and are recorded here.

1. $\text{aw}(\lbrack n \rbrack, 3) = 2$ for $n \in \{1\}$.
2. $\text{aw}(\lbrack n \rbrack, 3) = 3$ for $n \in \{2, 3\}$.
3. $\text{aw}(\lbrack n \rbrack, 3) = 4$ for $n \in \{4, \ldots, 7\} \cup \{9\}$.

3
then those two terms are both colored is not rainbow under \( \hat{c} \) or at least two of the terms in \( K \) otherwise \( \hat{c} \) is not rainbow. Hence \( \text{aw}(\{3\}) \) that does not have a rainbow 3-AP: For \( x \) in \( \{\} \) with the prime factorization \( x = 2^e 3^e 5^e \cdots p^e \), 
\( c(x) = m + 1 - e_3 \). This attains the value in Lemma 2.3.

\begin{table}
\centering
<table>
<thead>
<tr>
<th>( n \setminus k )</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>6</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>8</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>5</td>
<td>8</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>8</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>9</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>9</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>5</td>
<td>9</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>5</td>
<td>10</td>
<td>14</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>19</td>
<td>5</td>
<td>10</td>
<td>14</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>20</td>
<td>6</td>
<td>12</td>
<td>14</td>
<td>16</td>
<td>17</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
</tr>
</tbody>
</table>

\end{table}

Table 1: Values of \( \text{aw}(\{n\}, k) \) for \( 3 \leq k \leq \frac{n+3}{2} \).

4. \( \text{aw}(\{n\}, 3) = 5 \) for \( n \in \{8\} \cup \{10, \ldots, 21\} \cup \{27\} \).

5. \( \text{aw}(\{n\}, 3) = 6 \) for \( n \in \{22, \ldots, 26\} \cup \{28, \ldots, 58\} \).

Now we turn to the proof of Theorem 1.1 beginning with the lower bound.

**Proposition 2.2.** Let \( n \) be a positive integer and let \( s \in \{-2, -1, 0, 1, 2\} \). Then \( \text{aw}(\{3n-s\}, 3) \geq \text{aw}(\{n\}, 3)+1 \) provided \( n \geq s \).

**Proof.** Let \( r = \text{aw}(\{n\}, 3) \) and \( s \in \{0, 1, 2\} \). We construct an exact \( r \)-coloring of \( \{3n-s\} \) that does not contain a rainbow 3-AP. By definition there exists an exact \((r-1)\)-coloring, denoted \( \hat{c} \), of \( \{n\} \) such that there is no rainbow 3-AP in \( \{n\} \). Color \( \{3n-s\} \) in the following manner: If \( i+s \) is divisible by 3, then \( \hat{c}(i) = c((i+s)/3) \), otherwise \( \hat{c}(i) = r \). Consider a 3-AP, \( K \), in \( \{3n-s\} \). Then either the three terms in \( K+s \) are all divisible by 3 or at least two of the terms in \( K+s \) are not divisible by 3. If all terms in \( K+s \) are divisible by 3, then \( K \) is not rainbow under \( \hat{c} \), since there is no rainbow 3-AP under \( c \). If two terms of \( K+s \) are not divisible by 3 then those two terms are both colored \( r \) and \( K \) is not rainbow. Hence \( \text{aw}(\{3n-s\}, 3) \geq r+1 \) for \( s \in \{0, 1, 2\} \).

For \( s \in \{-2, -1\} \), use the same coloring as for \( s = 0 \).

Using Proposition 2.2 we establish the lower bound in Theorem 1.1.

**Lemma 2.3.** Let \( n \) be a positive integer. Then \( \text{aw}(\{n\}, 3) \geq \lfloor \log_3 n \rfloor + 2 \).

**Proof.** The proof is by induction. The cases \( n = 1, 2, 3 \) are true by inspection. Suppose \( n > 3 \) and that \( \text{aw}(\{m\}, 3) \geq \lfloor \log_3 m \rfloor + 2 \) for all \( m \) satisfying \( 1 \leq m < n \). We show that \( \text{aw}(\{n\}, 3) \geq \lfloor \log_3 n \rfloor + 2 \). First, we write \( n = 3m - s \), where \( s \in \{0, 1, 2\} \) and \( 2 \leq m < n \). Then by Proposition 2.2

\[ \text{aw}(\{n\}, 3) = \text{aw}(\{3m-s\}, 3) \geq \text{aw}(\{m\}, 3) + 1 \geq \lfloor \log_3 m \rfloor + 2 + 1 = \lfloor \log_3 (3m) \rfloor + 2 \geq \lfloor \log_3 n \rfloor + 2. \]

**Example 2.4.** Induction and the proof of Proposition 2.2 produce the following exact \((m+1)\)-coloring of \( \{3^m\} \) that does not have a rainbow 3-AP: For \( x \) in \( \{3^m\} \) with the prime factorization \( x = 2^{e_2}3^{e_3}5^{e_5} \cdots p^{e_p} \), 
\( c(x) = m + 1 - e_3 \). This attains the value in Lemma 2.3.
In this section we specialize to the case of a punctured 4-AP.

Proposition 2.7 is trivial but is in fact useful in the case of a bound in Proposition 2.7 is not useful for $n, k > 2$. We provide a similar lower bound for $n, k > 4$.

Lemma 2.6. For $n \geq 9$, $aw([n], 3) \leq \lceil \log_2 n \rceil + 1$.

Lemma 2.8. There exists an absolute constant $b > 0$ such that for all $n, k \geq 4$, $aw([n], k) > ne^{-b \sqrt{\log n}} = n^{1-o(1)}$. This completes the proof of Theorem 1.1.

2.2 Main results for $aw([n], k), k \geq 4$

In this section we specialize to the case $k \geq 4$, focusing on lower and upper bounds that give $aw([n], k) = n^{1-o(1)}$. Lemma 2.8 gives the lower bound and Corollary 2.14 gives the upper bound.

Let $sz(n, k)$ denote the largest size of a set $S \subseteq [n]$ such that $S$ contains no $k$-AP (similar notation was introduced in [12] in honor of Szemerédi’s [11]). Determining bounds on $sz(n, k)$ is a fundamental problem in the study of arithmetic progressions. Behrend [3], Gowers [6], and others [9, 10] have established various bounds on $sz(n, k)$, Proposition 2.7 provides a strong link between $sz(n, k)$ and our anti-van der Waerden numbers, allowing us to use known results on $sz(n, k)$ to bound $aw(n, k)$.

Proposition 2.7. For all $n > k \geq 3$,

$$sz(n, [k/2]) + 1 \leq aw([n], k) - 1 \leq sz(n, k).$$

Proof. If $c$ is an exact $r$-coloring of $[n]$ that contains no rainbow $k$-AP, then selecting one element of each color class creates a set $S$ that contains no $k$-AP; therefore $aw([n], k) - 1 \leq sz(n, k)$. If $S$ is a set in $[n]$ that contains no $[k/2]$-AP, then color $[n]$ by giving each element in $S$ a distinct color and the elements of $[n] \setminus S$ a new color. If a $k$-AP $\{a_1, a_2, \ldots, a_k\}$ is rainbow in this coloring, then exactly one such $a_i$ is in $[n] \setminus S$. But this implies that the entries $a_j$ where $j \equiv i \pmod{2}$ form an AP in $S$ with at least $|k/2|$ terms, a contradiction.

2.2.1 Theorem 1.3: Proof of lower bound

Lemma 2.8 and Behrend’s results (stated in Theorem 2.10 and Proposition 2.11 below) show that the upper bound in Proposition 2.7 is not useful for $k = 3$. Observe that when $k \in \{4, 5\}$ the lower bound in Proposition 2.7 is trivial but is in fact useful in the case of $k \geq 6$. We provide a similar lower bound for $k \in \{4, 5\}$ in Lemma 2.8 by carefully studying Behrend’s original construction [3] of a relatively large set $S \subseteq [n]$ that contains no 3-AP, thus giving a lower bound on $sz(n, 3)$.

Let $\{a_1, a_2, a_3, a_4\}$ be a 4-AP with $a_1 \leq a_2 \leq a_3 \leq a_4$. A set $A \subseteq \{a_1, a_2, a_3, a_4\}$ of size $|A| = 3$ is called a punctured 4-AP. If such a punctured 4-AP $A$ is not a 3-AP, then it is of the form $A = \{a_1, a_2, a_4\}$ or $A = \{a_1, a_3, a_4\}$. We prove that Behrend’s construction in fact contains no punctured 4-AP (Proposition 2.9 below). This leads to Lemma 2.8 below.

Lemma 2.8. There exists an absolute constant $b > 0$ such that for all $n, k \geq 4$,

$$aw([n], k) > ne^{-b \sqrt{\log n}} = n^{1-o(1)}.$$
The proof of Lemma 2.8 follows from Proposition 2.9, Theorem 2.10, Proposition 2.11, and Proposition
2.12, which follow.

**Proposition 2.9.** Suppose $S \subseteq [n]$ does not contain any punctured 4-APs. Then $aw([n], k) > |S| + 1$ for all $n \geq k \geq 4$.

**Proof.** Color each member of $S$ a distinct color, and color each integer in $[n] \setminus S$ with a new color called zero. If there is a rainbow 4-AP in this coloring, then at most one of the elements in this 4-AP is colored zero. Thus there must be a punctured 4-AP in the other colors, but $S$ contains no punctured 4-AP. □

There is a bijection between vectors $x = (x_1, \ldots, x_m)^\top \in \mathbb{Z}^m$ where $x_i \in \{0, 1, \ldots, 2d - 2\}$ for all $i \in [m]$ and elements of $\{0, 1, \ldots, (2d - 1)^m - 1\}$, by viewing $x$ as a $(2d - 1)$-ary representation of an integer:

$$x = (x_1, \ldots, x_m)^\top \longmapsto a_x = \sum_{i=1}^{m} x_i(2d - 1)^{i-1}.$$ 

Moreover, observe that if $x, y \in \mathbb{Z}^m$ with $x_i, y_i \in \{0, \ldots, d - 1\}, i = 1, \ldots, m$, are associated with $a_x, a_y \in \{0, 1, \ldots, (2d - 1)^m - 1\}$ by this bijection, then $x + y$ has $x_i + y_i \in \{0, \ldots, 2d - 1\}$ and $x + y$ is associated with $a_{x+y} = a_x + a_y \in \{0, 1, \ldots, (2d - 1)^m - 1\}$.

Recall that for a vector $x \in \mathbb{R}^m$, $|x|^2 = \sum_{i=1}^{m} x_i^2$. Let $m, \ell, d$ be positive integers and define $X_{\ell}(m, d)$ to be the set of vectors $x = (x_1, \ldots, x_m)^\top$ such that

1. $x_i \in \{0, \ldots, d - 1\}$ for all $i \in \{1, \ldots, m\}$, and
2. $|x|^2 = \ell$.

The set $S_{\ell}(m, d)$ of integers associated with the vectors in $X_{\ell}(m, d)$ via the map $x \to a_x$ forms a subset of integers in $\{0, 1, \ldots, (2d - 1)^m - 1\}$. Behrend [1] used the pigeonhole principle to prove the following lemma; here we state the version from [3].

**Theorem 2.10.** [3] [4] There exist absolute constants $b, b' > 0$ such that for all $n$ and positive integers $m = m(n), \ell = \ell(n)$, and $d = d(n)$ such that $S_{\ell}(m, d) \subseteq [n]$ the following inequality holds:

$$|S_{\ell}(m, d)| \geq \frac{b'n}{2^{\sqrt{8b''}n} (\log n)^{1/4}} \geq ne^{-b\sqrt{\log n}}.$$ 

The important property of $S_{\ell}(m, d)$ is that it avoids non-trivial arithmetic progressions. We include Behrend’s simple proof of this fact for completeness.

**Proposition 2.11.** [3] The set $S_{\ell}(m, d)$ contains no 3-AP.

**Proof.** Suppose $\{a_{x_1}, a_{x_2}, a_{x_3}\}$ is a 3-AP in $S_{\ell}(m, d)$. Let $x_1, x_2, x_3$ be the associated vectors in $X_{\ell}(m, d)$. Since $a_{x_1} + a_{x_3} = 2a_{x_2}$, we also have that $x_1 + x_3 = 2x_2$. See Figure 1. However, by the triangle inequality, we have that

$$2\sqrt{\ell} = 2||x_2|| = ||x_1 + x_3|| \leq ||x_1|| + ||x_3|| = 2\sqrt{\ell},$$ 

and equality can only hold if $0, x_1, x_3$ and $2x_2$ are collinear. However, since $||x_1|| = ||x_3||$, this would imply $x_1 = x_3$ and thus $a_{x_1} = a_{x_3}$, a contradiction. □

**Proposition 2.12.** The set $S_{\ell}(m, d)$ contains no punctured 4-AP.

**Proof.** Let $\{a_{x_1}, a_{x_2}, a_{x_3}, a_{x_4}\}$ be a 4-AP. Since $S_{\ell}(m, d)$ contains no 3-AP, it must be that one of $a_{x_2}$ or $a_{x_3}$ is not in $S_{\ell}(m, d)$. Assume by symmetry that $a_{x_2} \notin S_{\ell}(m, d)$ and $a_{x_1}, a_{x_3}, a_{x_4} \in S_{\ell}(m, d)$. Let $x_1, x_2, x_3, x_4$ be the associated vectors where $x_1, x_3, x_4 \in X_{\ell}(m, d)$.

Since $a_{x_2} + a_{x_3} = 2a_{x_2}$, we have $x_1 + x_3 = 2x_2$. See Figure 1. However, as in the proof of Proposition 2.11, this implies that $||x_2|| < \sqrt{\ell}$. Since $a_{x_2} + a_{x_4} = 2a_{x_2}$, we have $x_2 + x_4 = 2x_2$. However, this implies that

$$2\sqrt{\ell} = 2||x_3|| = ||x_2 + x_4|| \leq ||x_2|| + ||x_4|| < 2\sqrt{\ell},$$ 

a contradiction. □
Lemma 2.8 now follows by combining Propositions 2.9 and 2.12. It may be possible that the bound in Lemma 2.8 could be improved by using the construction of Elkin [4, 7] that avoids 3-APs using $\frac{b n (\log n)^{1/4}}{2^{2/3} \log^2 n}$ elements for some constant $b > 0$. Since this construction avoids a 3-AP, we can use Proposition 2.7 directly in order to obtain a coloring with no 6-AP, giving $aw([n], k) > \frac{b n (\log n)^{1/4}}{2^{2/3} \log^2 n}$ for all $k \geq 6$. Further use of constructions of Rankin [10] or Laba and Lacey [9] of large sets that avoid $k$-APs could slightly improve the asymptotics of $aw([n], k)$, but these bounds are all of the form $n^{1-o(1)}$.

### 2.2.2 Theorem 1.3: Proof of upper bound

A theorem of Gowers, stated here as Theorem 2.13, provides an upper bound for $aw([n], k)$. However, $n$ must be very large compared to $k$ for this upper bound to be significantly different than the naïve upper bound of $n$ itself.

**Theorem 2.13.** [8] Theorem 1.3] For every positive integer $k$ there is a constant $b = b(k) > 0$ such that every subset of $[n]$ of size at least $n (\log_2 \log_2 n)^{-b}$ contains a $k$-AP. Moreover, $b$ can be taken to be $2^{-2^{k+9}}$.

**Corollary 2.14.** Let $n$ and $k$ be positive integers. Then there exists a constant $b$ such that $aw([n], k) \leq \lfloor n (\log_2 \log_2 n)^{-b} \rfloor$. That is, for a fixed positive integer $k$, the function $aw([n], k)$ of $n$ is $o(\frac{n}{\log \log n})$.

**Proof.** Consider an exact $r$-coloring of $[n]$, where $t := \lceil n (\log_2 \log_2 n)^{-b} \rceil$ and $b = 2^{-2^{k+9}}$. Since the coloring is exact, there exists a set $A \subseteq [n]$ of $t$ differently colored integers. By Theorem 2.13, $A$ contains a $k$-AP. Therefore $aw([n], k) \leq t$.

Note that the upper bound in Corollary 2.14 can be expressed as $ne^{-\log \log \log n-o(1)}$. Then combining this upper bound on $aw([n], k)$ and the lower bound from Lemma 2.8, we have that for $k \geq 4$

$$ne^{-b \sqrt{\log n}} < aw([n], k) \leq ne^{-\log \log \log n-o(1)}.$$ 

This completes the proof of Theorem 1.3.

### 2.3 Additional results for $aw([n], k)$ valid for all $k$

In this section we present some additional elementary results for $aw([n], k)$. The next proposition describes a relationship between $aw([n], k)$ and $aw([n-1], k)$.

**Proposition 2.15.** Let $n$ and $k$ be positive integers. Then $aw([n], k) \leq aw([n-1], k) + 1$.

**Proof.** Let $r = aw([n], k)$. Note that if $n < k$ our result follows from the definition. Suppose $n \geq k$. Then there is some exact $(r-1)$-coloring of $[n]$ that has no rainbow $k$-AP, and without loss of generality $n$ is colored $r-1$. Consider this coloring restricted to $[n-1]$. Then we have two cases:
1. This is an exact \((r-1)\)-coloring of \([n-1]\).

2. The only integer in \([n]\) with the color \(r-1\) is \(n\), so this is an exact \((r-2)\)-coloring of \([n-1]\).

Note that since \([n]\) had no rainbow \(k\)-AP in both of our cases we still do not have a rainbow \(k\)-AP. So by Proposition 1.9 we have \(aw([n-1],k) \geq r-1 = aw([n],k) - 1\) and the result follows.

In the next proposition we characterize the values of \(k\) for which \(aw([n],k) = n\).

**Proposition 2.16.** Let \(n\) and \(k\) be positive integers with \(k \leq n\). Then \(aw([n],k) = n\) if and only if \(k \geq \lceil \frac{n}{2} \rceil + 1\).

**Proof.** Suppose \(k \geq \lceil \frac{n}{2} \rceil + 1\). We show that \(aw([n],k) > n-1\). Color \(\lceil \frac{n}{2} \rceil\) and \(\lceil \frac{n}{2} \rceil + 1\) with the same color and all the remaining integers with unique colors. This is an exact \((n-1)\)-coloring. Since \(k \geq \lceil \frac{n}{2} \rceil + 1\), the integers in any \(k\)-AP must be consecutive integers, and the values \(\lceil \frac{n}{2} \rceil\) and \(\lceil \frac{n}{2} \rceil + 1\) must be contained in any \(k\)-AP. Hence no \(k\)-AP is rainbow.

For the converse, suppose \(aw([n],k) = n\). Color \([n]\) with \(n-1\) colors such that there is no rainbow \(k\)-AP. Therefore exactly one color class has size two and the rest have size one. Denote the color class of size two as \(C = \{n_1, n_2\}\), \(n_1 < n_2\). Then every \(k\)-AP contains \(n_1\) and \(n_2\), or else we would have a rainbow \(k\)-AP. Suppose that \(k \leq \lceil \frac{n}{2} \rceil\). Then \(\{1, 2, \ldots, k\}\) and \(\{n-k+1, n-k+2, \ldots, n\}\) are \(k\)-APs. Note that \(\{1, 2, \ldots, k\} \subseteq \{1, 2, \ldots, \lceil \frac{n}{2} \rceil\}\) and \(\{n-k+1, n-k+2, \ldots, n\} \subseteq \{\lceil \frac{n}{2} \rceil + 1, \ldots, n\}\). Then \(n_1, n_2 \in \{1, 2, \ldots, \lceil \frac{n}{2} \rceil\}\) and \(\{\lceil \frac{n}{2} \rceil + 1, \ldots, n\}\). This intersection is empty or contains one element depending on whether \(n\) is even or odd. In both cases, this contradicts the fact that \(n_1 \neq n_2\) and \(n_1, n_2 \in \{1, 2, \ldots, \lceil \frac{n}{2} \rceil\}\) or \(\{\lceil \frac{n}{2} \rceil + 1, \ldots, n\}\). Therefore \(k \geq \lceil \frac{n}{2} \rceil + 1\).

The following upper bound was proved by Uherka [13]; we include the brief proof for completeness.

**Proposition 2.17.** \[13\] Let \(n\), \(k\), \(n_1\), and \(n_2\) be positive integers such that \(k \leq n_1 \leq n_2 \leq n\) and \(n_1 + n_2 = n\). Then \(aw([n],k) \leq aw([n_1],k) + aw([n_2],k) - 1\).

**Proof.** Let \(r = aw([n_1],k) + aw([n_2],k) - 1\), and consider an arbitrary exact \(r\)-coloring \(c\) of \([n]\). Let \(r_1 = \lvert c([n_1]) \rvert\) and \(r_2 = \lvert c([n_1 + 1, \ldots, n_1 + n_2]) \rvert\). Since \(n_1 + n_2 = n\), \(r \leq r_1 + r_2\). This implies that \(r_1 \geq aw([n_1],k)\) or \(r_2 \geq aw([n_2],k)\). Clearly \(r_1 \geq aw([n_1],k)\) implies \(c\) has a rainbow \(k\)-AP. By translating \(c([n_1 + 1, \ldots, n_1 + n_2])\) to a coloring on \([n_2]\), we also see that \(c\) has a rainbow \(k\)-AP if \(r_2 \geq aw([n_2],k)\). Thus \(aw([n],k) \leq r = aw([n_1],k) + aw([n_2],k) - 1\).

### 2.4 Additional results for \(aw([n],3)\)

In this section we establish additional bounds on \(aw([n],3)\) in Propositions 2.18 and 2.19 together with Remark 2.1 Proposition 2.2 and Lemma 2.3 to compute (at least) 93 additional exact values for \(aw([n],3)\).

**Proposition 2.18.** For \(n \geq 2\), there exists \(m \leq \lceil \frac{n}{2} \rceil\) such that \(aw([n],3) \leq aw([m],3) + 1\).

**Proof.** We may assume that \(n \geq 3\), since the case \(n = 2\) follows by inspection. Let \(r = aw([n],3)\). Then there exists an \((r-1)\)-coloring, namely \(c\), of \([n]\) that has no rainbow 3-AP. Let \(t\) be the length of a shortest consecutive integer sequence in \([n]\) that contains all \(r-1\) colors, say the interval is \(\{s+1, s+2, \ldots, s+t\}\) for some \(s\). Define \(\hat{c}\) to be an \((r-1)\)-coloring of \([t]\) = \(\{1, 2, \ldots, t\}\) so that \(\hat{c}(j) = c(s+j)\) for \(1 \leq j \leq t\). Notice that \(\hat{c}(1)\) and \(\hat{c}(t)\) cannot be the same color and each must be the only element of its color class, or else we could find a smaller \(t\). Let \(\hat{c}(1) = a\) and define \(b_i\) to be the smallest element of \([t]\) such that \([b_i]\) has \(i+1\) colors for \(1 \leq i \leq r-2\). Note that if \(b_i\) is odd, i.e., \(b_i = 2x + 1\), then \(\{x+1, 2x+1\}\) is a rainbow 3-AP. So the set of even numbers of \([t]\) are colored with exactly \(r-2\) colors with no rainbow 3-AP. Define \(m = \lceil \frac{t}{2} \rceil \leq \lceil \frac{n}{2} \rceil\) and consider the coloring \(\hat{c}\) of \([m]\) induced by the coloring \(\hat{c}\) of the even integers in \([t]\). The coloring \(\hat{c}\) uses at least \(r-2\) colors and has with no rainbow 3-AP, so \(aw([n],3) - 1 = (r-2) + 1 \leq aw([m],3)\).
Proposition 2.19. Let $m$, $n$, and $\ell$ be positive integers. If $m < n < 2^\ell(m+1)$, then $aw([n], 3) \leq aw([m], 3) + \ell$.

Proof. Suppose not. Then there exists $m, \ell \geq 1$ and $n$ with $m < n < 2^\ell(m+1)$ such that there is a coloring $c$ on $[n]$ using exactly $r = aw([m], 3) + \ell$ colors that does not have a rainbow 3-AP. For $i \in [r]$, let $b_i \in [n]$ be the least $x$ such that the induced coloring on $[x]$ has exactly $i$ colors. Since $r - \ell = aw([m], 3)$, we must have $b_{r-i} \geq m + 1$, since otherwise the induced coloring on $[m]$ contains at least $aw([m], 3)$ colors, which is impossible. Thus by Lemma 2.3, $n \geq b_r \geq 2^\ell b_{r-\ell} \geq 2^\ell(m+1)$, which contradicts our assumption on $n$. □

Corollary 2.20. $aw([n], 3) = 7$ for $64 \leq n \leq 80$.

Proof. Since $aw([m], 3) = 6$ for $22 \leq m \leq 26$, and $3 \cdot 22 - 2 = 64$ and $3 \cdot 26 + 2 = 80$, we see that $aw([n], 3) \geq 7$, by Proposition 2.2. Since $27 < 64 \leq n \leq 80 < 112 = 4 \cdot 28$, we have $aw([n], 3) \leq aw([27], 3) + 2 = 5 + 2 = 7$ by Proposition 2.19 and Remark 2.1. □

Corollary 2.21. $aw([n], 3) = 7$ for $82 \leq n \leq 111$.

Proof. Since $27 < 82 \leq n \leq 111 < 112 = 4 \cdot 28$, we have $aw([n], 3) \leq aw([27], 3) + 2 = 5 + 2 = 7$ by Proposition 2.19 and Remark 2.1. Also, since $3^4 = 81 < n \leq 111 < 243 = 3^5$, we have $4 < \log_3 n \leq 5$, so that $aw([n], 3) \geq [\log_3 n] + 2 = 5 + 2 = 7$ by Lemma 2.3. □

Corollary 2.22. $aw([n], 3) = 8$ for $190 \leq n \leq 235$.

Proof. Since $aw([m], 3) = 7$ for $64 \leq m \leq 80$, and $3 \cdot 64 - 2 = 190$ and $3 \cdot 80 + 2 = 242$, we see that $aw([n], 3) \geq 8$ for $190 \leq n \leq 242$, by Proposition 2.2. For $58 < n < 236 = 2^2 \cdot (58 + 1)$, we see that $aw([n], 3) \leq aw([58], 3) + 2 = 6 + 2 = 8$, by Proposition 2.19 and Remark 2.1. □

Finally we combine the upper and lower bounds.

Proposition 2.23. If $3^u < n < 2 \cdot 3^u + 2$, then $u + 3 \leq aw([n], 3) \leq aw([3^u], 3) + 1$. If $2 \cdot 3^u + 1 < n < 4 \cdot 3^u + 4$, then $u + 3 \leq aw([n], 3) \leq aw([3^u], 3) + 2$.

Proof. The lower bounds follow immediately from Lemma 2.3 and the first upper bound follows immediately from Proposition 2.19. For the second, apply Proposition 2.19 with $m = 2 \cdot 3^u + 1$ and $\ell = 1$ to obtain $aw([n], 3) \leq aw([m], 3) + 1$ and since $3^u < m < 2 \cdot 3^u + 2$, $aw([m], 3) \leq aw([3^u], 3) + 1$. □

3 \ aw($\mathbb{Z}_n$, $k$)

In this section we establish properties of $aw(\mathbb{Z}_n, k)$. Sections 3.1 and 3.2 establish our main results for $aw(\mathbb{Z}_n, 3)$ and $aw(\mathbb{Z}_n, k), k \geq 4$, respectively. Section 3.3 contains additional results.

Please note that for $x \in \mathbb{Z}_n$, we will also use $x$ to denote the equivalence class $\{x + in : i \in \mathbb{Z}\}$ in $\mathbb{Z}_n$. Because arithmetic progressions may “wrap around” in the group $\mathbb{Z}_n$, we call attention to the fact that we consider only $k$-APs that include $k$ distinct members of $\mathbb{Z}_n$. Naturally, one of our first questions about $aw(\mathbb{Z}_n, k)$ concerns its relationship with $aw([n], k)$. Theorem 3.3(a) below and Lemma 2.3 show that $aw(\mathbb{Z}_n, k)$ need not be asymptotic to $aw([n], k)$ for $k = 3$ and $n = 2^m$. However, we do have the simple bound $aw(\mathbb{Z}_n, k) \leq aw([n], k)$ (already stated in Remark 1.4).
Table 2: Computed values of $aw(Z_n, 3)$ for $n = 3, \ldots, 99$ (the row label gives the range of $n$ and the column heading is the ones digit within this range).

3.1 Main results for $aw(Z_n, 3)$

When we turn to the special case $k = 3$, many values of $aw(Z_n, 3)$ can be computed, and new phenomena appear. Our main results in this case are described by Theorem 1.6, which we establish in this section.

Currently available computational data is given in Table 2; the row label displays the range of $n$ for which the values of $aw(Z_n, 3)$ are reported in that row, and the column heading is the ones digit within this range. This data led to the discovery of several results established in this section and is used to establish the second statement in Theorem 1.6 that concerns integers having all prime factors less than one hundred.

Many odd primes $p$ have $aw(Z_p, 3) = 3$ (see Table 2 above). However, there are several examples of odd primes $p$ for which $aw(Z_p, 3) = 4$. In Example 3.1 below we exhibit an explicit exact coloring that establishes $aw(Z_{17}, 3) \geq 4$.

Example 3.1. Coloring the elements of $Z_{17}$ in order as

$$3 1 1 2 2 1 2 2 1 1 2 2 1 1$$

is an exact 3-coloring that does not contain a rainbow 3-AP. Computations establish that equality holds and so $aw(Z_{17}, 3) = 4$.

Definition 3.2. When dealing with a coloring $c$ of $Z_{st}$, the $i$th residue class modulo $s$ is $R_i := \{ j \in Z_{st} : j \equiv i \pmod{s} \}$ and the $i$th residue palette modulo $s$ is $P_i := \{ c(\ell) : \ell \in R_i \}$. For a positive integer $t$, we call the elements of the two residue classes, $R_0$ and $R_1$, modulo 2 in $Z_{2t}$ the even numbers and the odd numbers, respectively.

3.1.1 Consequences of results in Jungić et al.

In this section we state two important results of Jungić et al. [8] and derive implications. These are used in the proof of Theorem 1.6. The next result is an equivalent form of Theorem 3.5 in that paper.

Theorem 3.3. [8, Theorem 3.5] Let $n$ be a positive integer. Then $aw(Z_n, 3) = 3$ if and only if one of the following conditions is satisfied:

a) $n$ is a power of 2,

b) $n$ is prime and 2 is a generator of the multiplicative group $Z_n^\times$,

c) $n$ is prime, $\frac{n-1}{2}$ is odd, and the order of 2 in $Z_n^\times$ is $\frac{n-1}{2}$.

Theorem 3.4. [8, Theorem 3.2] Let $n$ be an odd positive integer and $q$ be the smallest prime factor of $n$. Then every 3-coloring of $Z_n$ in which every color class has at least $\frac{n}{q} + 1$ elements contains a rainbow 3-AP.

A coloring $c$ of $Z_n$ is an extremal coloring if $c$ is an exact $(aw(Z_n, 3) - 1)$-coloring of $Z_n$ with no rainbow 3-AP. A coloring $c$ of $Z_n$ is a singleton coloring if some color is used exactly once.
Proposition 3.5. Let \( p \) be a prime positive integer. Then \( 3 \leq \text{aw}(\mathbb{Z}_p, 3) \leq 4 \), and \( \text{aw}(\mathbb{Z}_p, 3) = 4 \) implies every extremal coloring of \( \mathbb{Z}_p \) is a singleton coloring.

Proof. First we suppose \( \text{aw}(\mathbb{Z}_p, 3) \geq 5 \) and let \( c \) be an extremal coloring with \( r = \text{aw}(\mathbb{Z}_p, 3) - 1 \geq 4 \) colors. That is, \( c \) does not have a rainbow 3-AP. Hence, there is at least one color class with more than one element. We can define a 3-coloring \( \hat{c} \) by partitioning the color classes of \( c \) into three sets and defining the color classes of \( \hat{c} \) to be the unions of the color classes in the sets. Clearly \( \hat{c} \) is a 3-coloring of \( \mathbb{Z}_p \) that does not have a rainbow 3-AP. By Theorem 3.4, there exists a color class of \( \hat{c} \). That is, there are infinitely many primes \( p \) such that \( \text{aw}(\mathbb{Z}_p, 3) \geq 5 \). Without loss of generality, let the singleton colors be in positions \( 0, x, \) and \( y \), with \( 0 < x < y < p \) (when viewed as integers rather than elements of \( \mathbb{Z}_p \)). In order to avoid the rainbow 3-AP in \( c \) consisting of \( 0, \frac{p}{2}, x \), \( x \) must odd, and similarly \( y \) must be odd as well. But then \( x, \frac{p-x}{2}, y \) is a rainbow 3-AP in \( c \), contradicting \( \text{aw}(\mathbb{Z}_p, 3) \geq 5 \).

Next, suppose that \( \text{aw}(\mathbb{Z}_p, 3) = 4 \) and let \( c \) be an extremal coloring of \( r = 3 \) colors. Since \( c \) has no rainbow 3-AP, Theorem 3.4 gives that there is a color class with one element. That is, \( c \) must be a singleton coloring.

Since \( \text{aw}(\mathbb{Z}_p, 3) = 3 \) implies \( \mathbb{Z}_p \) has the singleton extremal coloring \( c(0) = 1 \) and \( c(i) = 2 \) for every \( i \neq 0 \) (mod \( p \)), the next corollary is immediate.

Corollary 3.6. Every prime \( p \) has a singleton extremal coloring of \( \mathbb{Z}_p \).

Since \( \text{aw}(\mathbb{Z}_{2^{m-1}}, 3) = 3 \), there are infinitely many values of \( n \) for which \( \text{aw}(\mathbb{Z}_n, 3) = 3 \). As stated in Theorem 1.6, \( \text{aw}(\mathbb{Z}_n, 3) \) can be be made arbitrarily large and computed from the values of \( \text{aw}(\mathbb{Z}_p, 3) \) for the prime factors \( p \) of \( n \). For primes \( p \), \( \text{aw}(\mathbb{Z}_p, 3) > 3 \) seems rare from the data in Table 2. However, it follows from Theorem 3.3 that there are infinitely many primes \( p \) such that \( \text{aw}(\mathbb{Z}_p, 3) = 4 \):

Corollary 3.7. If \( p \) is a prime and \( p \equiv 1 \) (mod \( 8 \)), then \( \text{aw}(\mathbb{Z}_p, 3) = 4 \). There are infinitely many such primes.

Proof. Since \( p \equiv 1 \) (mod \( 8 \)), \( \frac{p-1}{2} \) is even. Also, \( 2 \) must be a square in \( \mathbb{Z}_p^* \), which implies it is not a generator of \( \mathbb{Z}_p^* \). So by Theorem 3.3, \( \text{aw}(\mathbb{Z}_p, 3) \neq 3 \). Then by Proposition 3.5, \( \text{aw}(\mathbb{Z}_p, 3) = 4 \). By Dirichlet’s Theorem there are infinitely many primes \( p \equiv 1 \) (mod \( 8 \)).

3.1.2 Proof of Theorem 1.6

In this section we present a series of results that lead to equivalent lower and upper bounds on \( \text{aw}(\mathbb{Z}_n, 3) \) in terms of the prime factorization of \( n \), establishing Theorem 1.6.

The next result gives our main recursive upper bound for \( \text{aw}(\mathbb{Z}_n, 3) \).

Proposition 3.8. Suppose \( s \) is odd, and either \( t \) is odd or \( t = 2^m \). Then

\[
\text{aw}(\mathbb{Z}_{st}, 3) \leq \text{aw}(\mathbb{Z}_t, 3) + \text{aw}(\mathbb{Z}_s, 3) - 2.
\]

Proposition 3.8 is established by Propositions 3.10 \( (t \text{ odd}) \) and 3.13 \( (t = 2^m) \) below, after the proofs of necessary preliminaries.

Proposition 3.9. Let \( s \) be an odd positive integer. Suppose \( c \) is a coloring of \( \mathbb{Z}_st \) that does not have a rainbow 3-AP. Let \( R_0, R_1, \ldots, R_{s-1} \) be the residue classes modulo \( s \) in \( \mathbb{Z}_{st} \) with associated residue palettes \( P_i \). Let \( m \) be an index such that \( |P_m| \geq |P| \) for all \( i \). Then \( |P_1 \setminus P_m| \leq 1 \) for all \( i \).

Proof. For arbitrary nonnegative integers \( h \) and \( j \), we show that \( |P_{h+j} \setminus P_h| \geq 2 \) implies \( P_h = P_{h+2j} \). Assume \( |P_{h+j} \setminus P_h| \geq 2 \). Suppose first that \( P_{h+2j} \setminus P_h \) is not empty and \( z \in P_{h+2j} \setminus P_h \). Since \( |P_{h+j} \setminus P_h| \geq 2 \), we can pick some \( y \in P_{h+j} \setminus P_h \) other than \( z \). Let \( \ell_y, \ell_z \in \mathbb{Z}_{st} \) with \( \ell_y \in R_{h+j}, \ell_z \in R_{h+2j} \) and \( c(\ell_y) = y, c(\ell_z) = z \). Define \( \ell_x := 2\ell_y - \ell_z \in \mathbb{R}_h \), so \( x := c(\ell_x) \) is a color in \( P_h \). By the choice of \( y \), \( y \neq z \); \( z \neq x \) since \( z \in P_{h+2j} \setminus P_h \) and \( x \in P_h \); \( x \neq y \) since \( y \in P_{h+j} \setminus P_h \) and \( x \in P_h \). Thus \( \ell_x, \ell_y, \ell_z \) is a rainbow 3-AP, a contradiction. Therefore we conclude that \( P_{h+2j} \subseteq P_h \). With this condition, we consider the case \( P_h \setminus P_{h+2j} \) is not empty.
Let $x \in P_h \setminus P_{h+2j}$. Similarly, it is possible to pick $y \in P_{h+j} \setminus P_h$. Let $\ell_x, \ell_y \in \mathbb{Z}_{st}$ with $\ell_x \in R_h, \ell_y \in R_{h+j}$, and $c(\ell_x) = x, c(\ell_y) = y$. Thus $\ell_z := 2\ell_y - \ell_x \in R_{h+2j}$ and so $z := c(\ell_z)$ is a color in $P_{h+2j}$. Again, $x \neq y$ by the choice of $y$; $x \neq z$ since $x \in P_h \setminus P_{h+2j}$ and $z \in P_{h+2j}$; $y \neq z$ since $y \in P_{h+j} \setminus P_h$ and $z \in P_{h+2j} \subseteq P_h$. Since we again have a contradiction, $P_h = P_{h+2j}$.

Next we show that $|P_{h+j} \setminus P_h| \geq 2$ implies $|P_h \setminus P_{h+j}| \leq 1$. Suppose $|P_{h+j} \setminus P_h| \geq 2$ and $|P_h \setminus P_{h+j}| \geq 2$, and then show this leads to a contradiction. By the result just established, $P_h = P_{h+2j}$. Since $|P_{h+2j} \setminus P_{h+j}| = |P_h \setminus P_{h+j}| \geq 2, P_{h+j} = P_{h+3j}$. Therefore $P_h = P_{h+qj}$ whenever $q$ is even and $P_{h+j} = P_{h+qj}$ whenever $q$ is odd. Since $s$ is odd, the order $d$ of $j$ in $\mathbb{Z}_s$ is also an odd number. That means $P_h = P_{h+dj} = P_{h+j}$, which is a contradiction.

Finally, since $|P_m|$ is chosen to be maximum, $|P_m \setminus P_j| \geq 2$ whenever $|P_j \setminus P_m| \geq 2$, which is impossible. Hence $|P_j \setminus P_m| \leq 1$.

Proposition 3.10. Suppose $s$ and $t$ are both odd. Then $\text{aw}(\mathbb{Z}_{st}, 3) \leq \text{aw}(\mathbb{Z}_s, 3) + \text{aw}(\mathbb{Z}_t, 3) - 2$.

Proof. Let $c$ be a coloring of $\mathbb{Z}_{st}$ that does not have a rainbow $3$-AP. Consider the residue classes and residue palettes modulo $s$ and without loss of generality assume $|P_0| \geq |P_i|$ for all $i$. We claim that

$$\bigcup_{i=0}^{s-1} |P_i| \leq (\text{aw}(\mathbb{Z}_s, 3) - 1) + (\text{aw}(\mathbb{Z}_t, 3) - 1) - 1. \quad (1)$$

The proof is by contradiction. Assume that (1) is false, i.e., assume

$$\bigcup_{i=0}^{s-1} |P_i| \geq (\text{aw}(\mathbb{Z}_s, 3) - 1) + (\text{aw}(\mathbb{Z}_t, 3) - 1) \quad (2)$$

and define a coloring $\hat{c}$ of $\mathbb{Z}_s = \{0, 1, \ldots, s-1\}$ in the following way: Let $\alpha$ be a color not in $\bigcup_{i=1}^{s-1} (P_i \setminus P_0)$ and define

$$\hat{c}(i) = \begin{cases} \alpha & \text{if } P_i \subseteq P_0, \\
\text{the element of } P_i \setminus P_0 & \text{if } P_i \not\subseteq P_0. \end{cases}$$

Note that Proposition 3.9 implies that the required element in $P_i \setminus P_0$ is unique, so this coloring is well-defined. Since $c$ does not have a rainbow $3$-AP, we know $|P_0| \leq \text{aw}(\mathbb{Z}_t, 3) - 1$ so

$$\bigcup_{i=1}^{s-1} (P_i \setminus P_0) \geq \bigcup_{i=0}^{s-1} |P_i| - (\text{aw}(\mathbb{Z}_t, 3) - 1) \geq (\text{aw}(\mathbb{Z}_s, 3) - 1) + (\text{aw}(\mathbb{Z}_t, 3) - 1) - (\text{aw}(\mathbb{Z}_t, 3) - 1) = \text{aw}(\mathbb{Z}_s, 3) - 1.$$ 

Note that every color that is not in $P_0$, together with $\alpha$, is used in $\hat{c}$, so $\hat{c}$ uses at least $\text{aw}(\mathbb{Z}_s, 3)$ colors. Thus a rainbow $3$-AP exists in $\hat{c}$.

We show that a rainbow $3$-AP in $\hat{c}$ implies a rainbow $3$-AP in $c$, providing a contradiction and establishing that (1) is true. Let $x, y, z$ be a rainbow $3$-AP in $\mathbb{Z}_s$ using coloring $\hat{c}$, with $y = x + d \pmod{s}$ and $z = x + 2d \pmod{s}$. Since $x, y, z$ is rainbow, $\hat{c}(u) \neq \hat{c}(v)$ for all distinct $u, v \in \{x, y, z\}$, and so at most one $u \in \{x, y, z\}$ has $\hat{c}(u) = \alpha$. Note that by definition $\hat{c}(u) \in P_u$ or $\hat{c}(u) = \alpha$ for $u \in \{x, y, z\}$.

Case 1: $\hat{c}(z) \neq \alpha$ and $\hat{c}(y) \neq \alpha$. Then we can find $g_2$ and $g_3$ such that $c(g_2s + y) = \hat{c}(y)$ and $c(g_3s + z) = \hat{c}(z)$. Define $d' := (g_3s + z) - (g_2s + y)$. Then

$$(g_3s + z) - d' = (g_2s + y) \equiv y \pmod{s}$$

$$(g_3s + z) - 2d' = 2g_2s + 2y - g_3s - z \equiv 2y - z \equiv 2(x + d) - (x + 2d) \equiv x \pmod{s}.$$
so $\ell \in R_x$ implies $c(\ell) \neq \hat{c}(y)$ and $c(\ell) \neq \hat{c}(z)$. Thus $c$ has a rainbow 3-AP, contradicting our assumption \(2\). The case where both $\hat{c}(x) \neq \alpha$ and $\hat{c}(y) \neq \alpha$ is symmetric to Case 1. So only Case 2 remains.

Case 2: $\hat{c}(y) = \alpha$. Then $\hat{c}(x) \in P_x \setminus P_0$ and $\hat{c}(z) \in P_z \setminus P_0$, so we can find $g_1$ and $g_3$ such that $c(g_1s+x) = \hat{c}(x)$ and $c(g_3s + z) = \hat{c}(z)$, and define $e := (g_3s + z) - (g_1s + x)$. Since $st$ is odd, $2$ is invertible in $Z_{st}$ and there exists $d'$ such that $2d' \equiv e \pmod{st}$, and hence $2d' \equiv e \pmod{s}$. Also, $e \equiv z - x \equiv 2d \pmod{s}$. Thus $2d = 2d' \pmod{s}$ and $d = d' \pmod{s}$ since $s$ is odd. Then

$$
(g_1s + x) + 2d' \equiv (g_1s + x) + ((g_3s + z) - (g_1s + x)) = g_3s + z \equiv z \pmod{s}
$$

$$
(g_1s + x) + d' \equiv x + d \equiv y \pmod{s}.
$$

With $\ell := (g_1s + x) + d'$, the 3-AP $\{(g_1s + x), \ell, (g_1s + x) + 2d'\}$ is rainbow, because $\ell \in R_y$ and $P_y \subseteq P_0$, so $c(\ell) \neq \hat{c}(x) = c(g_1s + x)$ and $c(\ell) \neq \hat{c}(z) = c(g_3s + z)$.

In all cases, $c$ has a rainbow 3-AP, contradicting our assumption \(2\).

Next we prove two technical propositions used in the proof of Proposition \(3.13\) Propositions \(3.11\) and \(3.12\).

**Proposition 3.11.** Let $m$ and $s$ be positive integers with $s$ odd. Suppose $c$ is a coloring of $Z_{2^m s}$ using at least $r := aw(Z_s, 3) + 1$ colors that does not have a rainbow 3-AP. Let $R_0, R_1, \ldots, R_{s-1}$ be the residue classes modulo $s$ in $Z_{2^m s}$ with associated residue palettes $P_i$. Then $1 \leq |P_i| \leq 2$ for $i = 0, \ldots, s-1$, and all palettes $P_i$ of size two share a common color.

**Proof.** Since $P_i$ is nonempty, $1 \leq |P_i|$. Observe that the coloring $c$ of $R_i$ induces a coloring a coloring on $Z_{2^m s}$ that uses only the colors in $P_i$ and cannot contain a rainbow 3-AP. Thus $|P_i| \leq 2$ by Theorem \(3.3\) establishing the first statement.

By Proposition \(3.9\) each pair of residue palettes of size two must intersect. Suppose the palettes of size two do not all intersect in a common color. Then there are exactly three colors $\alpha, \beta, \gamma$ that are used by all the palettes of size two, and there are exactly three distinct palettes of size two, each consisting of two of these three colors. We show this configuration leads to a contradiction.

Create a coloring $\hat{c}$ of $Z_s$ by the following method:

$$
\hat{c}(i) = \begin{cases} 
  c(i) & \text{if } |P_i| = 1, \\
  \beta & \text{if } P_i = \{\alpha, \beta\}, \\
  \text{the unique element of } P_i \setminus \{\gamma\} & \text{if } |P_i| = 2 \text{ and } \gamma \in P_i.
\end{cases}
$$

Observe that $\hat{c}$ uses $r$ colors if there exists $i$ such that $P_i = \{\gamma\}$ and $r - 1 = aw(Z_s, 3)$ colors otherwise, so in either case $\hat{c}$ must have a rainbow 3-AP. Suppose that $\{x, y, z\}$ is a rainbow 3-AP for the coloring $\hat{c}$ of $Z_s$. Since $\hat{c}(x), \hat{c}(y), \hat{c}(z)$ are distinct colors, at least one of the palettes $P_x, P_y, P_z$ contains only one color. Consider the sizes of $P_x, P_y, P_z$.

**Case 1:** $|P_x| = 1$. Observe that $\hat{c}(i)$ is always an element in $P_i$ by our definition of $\hat{c}(i)$. Pick $n_1 \in R_x$ and $n_2 \in R_y$ such that $c(n_1) = \hat{c}(x)$ and $c(n_2) = \hat{c}(y)$. Thus $n_3 := 2n_2 - n_1$ is an element in $R_z$ and so $c(n_3) = \hat{c}(z)$. Since $\hat{c}(x), \hat{c}(y), \hat{c}(z)$ are all distinct, $\{n_1, n_2, n_3\}$ is a rainbow 3-AP. The case $|P_x| = 1$ is symmetric.

**Case 2:** $|P_x| = |P_z| = 2$ and $|P_y| = 1$. Since $\hat{c}(x) \neq \hat{c}(z)$, it must be that $\{\hat{c}(x), \hat{c}(z)\} = \{\alpha, \beta\}$. Without loss of generality, we assume that $\hat{c}(x) = \beta$ and $\hat{c}(z) = \alpha$. By the definition of $\hat{c}$, $P_x = \{\alpha, \gamma\}$. Then $P_x$ is one of $\{\alpha, \beta\}$ or $\{\beta, \gamma\}$. If $\hat{c}(y) \notin P_x \cup P_z$, then any 3-AP $\{n_1, n_2, n_3\}$ where $n_1 \in R_x$ and $c(n_1) = \beta$, $n_2 \in R_y$, and $n_3 \in R_z$ is a rainbow 3-AP in the original coloring. Thus, $\hat{c}(y) \in P_x \cup P_z \subseteq \{\alpha, \beta, \gamma\}$, but $\hat{c}(y) \notin \{\alpha, \beta\} = \{\hat{c}(x), \hat{c}(z)\}$, so $\hat{c}(y) = \gamma$. Note that this implies $\hat{c}$ uses all $r$ colors.

Since this is the final case, and all previous cases led to contradictions, every rainbow 3-AP in $Z_s$ given by the coloring $\hat{c}$ must be of the form $\{x, y, z\}$ where $\{\hat{c}(x), \hat{c}(z)\} = \{\alpha, \beta\}$ and $\hat{c}(y) = \gamma$. Create a new coloring $c'$ of $Z_s$ where $c'(i) = \begin{cases} 
  c(i) & \text{if } \hat{c}(i) \neq \gamma, \\
  \beta & \text{if } \hat{c}(i) = \gamma.
\end{cases}$
Now, every 3-AP that was previously non-rainbow in \( \hat{c} \) remains non-rainbow in \( c' \) and the rainbow 3-APs (which necessarily used the colors \( \alpha, \beta, \) and \( \gamma \)) are no longer rainbow. Thus, this coloring \( c' \) does not have a rainbow 3-AP, but \( c' \) uses \( r - 1 = \text{aw}(\mathbb{Z}_s, 3) \) colors, a contradiction.

The above cases show that having no common color among the palettes of size two leads to a contradiction. Therefore, all of the residue palettes of size two share a common color.

**Proposition 3.12.** Suppose \( c \) is a coloring of \( \mathbb{Z}_{2^l} \) \((l \geq 1)\) that does not have a rainbow 3-AP. Let \( A \) and \( B \) denote the residue palettes modulo 2 in \( \mathbb{Z}_{2^l} \) associated with the even and odd numbers, respectively. Then \(|A \setminus B| \leq 1\) and \(|B \setminus A| \leq 1\).

**Proof.** It suffices to show that \(|A \setminus B| \leq 1\) for every such coloring \( c \) because if \(|B \setminus A| \geq 2\), then the coloring defined by the rotation \( c'(x) = c(x + 1) \) has the roles of \( A \) and \( B \) reversed. Suppose not, so there exist two colors \( \alpha, \gamma \) that appear only in \( A \). Let \( n_1 = 2n_1 \) and \( n_3 = 2n_3 \), be even elements such that \( c(n_1) = \alpha \) and \( c(n_3) = \gamma \). We can select \( m_1 \) and \( m_3 \) such that \( 0 < m_1 < m_3 < t \). Performing arithmetic in the integers, we can choose \( m_3 - m_1 \) to be minimal with respect to the fact that the set of colors \( \{c(2m_1), c(2m_3)\} \) is \( \{\alpha, \gamma\} \). Let \( n_3 = m_1 + m_3 \) and observe that \( \{n_1, n_2, n_3\} \) is a 3-AP and hence is not rainbow. Therefore, \( n_2 \) must have the color \( \alpha \) or \( \gamma \) and thus is even. However, this implies that \( n_2 = 2m_2 \) and \( m_1 < m_2 < m_3 \), while one of the sets of colors \( \{c(2m_1), c(2m_2)\} \) or \( \{c(2m_2), c(2m_3)\} \) is \( \{\alpha, \gamma\} \), so one of the pairs \((m_1, m_2), (m_2, m_3)\) violates our extremal choice.

**Proposition 3.13.** Let \( m \) and \( s \) be positive integers with \( s \) odd. Then

\[
\text{aw}(\mathbb{Z}_{2^m}, 3) \leq \text{aw}(\mathbb{Z}_s, 3) + 1.
\]

**Proof.** The result is immediate for \( s = 1 \) because Theorem 3.3 gives that \( \text{aw}(\mathbb{Z}_{2^m}, 3) = 3 \) and because \( \text{aw}(\mathbb{Z}_s, 3) = s + 1 \) for \( s \leq 3 \), so assume \( s \geq 3 \). We proceed by induction on \( m \). Suppose \( c \) is an exact \( r \)-coloring of \( \mathbb{Z}_{2^m} \) with \( r = \text{aw}(\mathbb{Z}_{2^m}, 3) + 1 \) that does not have a rainbow 3-AP. Let \( A \) and \( B \) denote the residue palettes of the even and odd numbers, respectively. By Proposition 3.12 \(|A \setminus B| \leq 1\) and \(|B \setminus A| \leq 1\), so \(|B| \geq r - 1 \) and \(|A| \geq r - 1\). The base case \( m = 1 \) is then immediate, because the coloring of the even numbers of \( \mathbb{Z}_{2^m} \) induces a coloring of \( \mathbb{Z}_s \), so a rainbow 3-AP necessarily exists, producing a contradiction.

Now consider \( m > 1 \). As usual \( R_i, i = 0, \ldots, s - 1 \), are the residue classes modulo \( s \) of \( \mathbb{Z}_{2^m} \) and \( P_i, i = 0, \ldots, s - 1 \), are the residue palettes. Recall that by Proposition 3.11 \(|P_i| \leq 2\) for all \( i \). For \( 0 \leq i \leq s - 1 \), let \( A_i = P_i \cap \mathbb{Z}_s \) be the colors appearing on the even numbers in \( R_i \), and let \( B_i = P_i \cap \mathbb{Z}_s \) be the colors appearing on the odd numbers in \( R_i \). Thus, \( P_i = A_i \cup B_i \), \( A = \bigcup_{i=0}^{s-1} A_i \), and \( B = \bigcup_{i=0}^{s-1} B_i \). We claim that \(|A| = |B| = r - 1| \). To see this, observe that the even elements induce a coloring of \( \mathbb{Z}_{2^m - 1, s} \) so if \(|A| = r\), then a rainbow 3-AP necessarily exists, since \( r \geq \text{aw}(\mathbb{Z}_{2^m - 1, s}, 3) \) by the induction hypothesis. Thus \(|A| \leq r - 1| \), and so \(|A| = r - 1\). The proof that \(|B| = r - 1\) is analogous.

Since \(|A| = |B| = r - 1\), there exist colors \( \alpha, \beta \) such that \( A \setminus B = \{\alpha\} \) and \( B \setminus A = \{\beta\} \). Assume \( \alpha \in A_u \) and \( \beta \in B_u \). Let \( j = v - u \), hence \( \beta \in B_{u+j} = B_v \). Since there is no rainbow 3-AP, \( u + 2j \) must have a color in palette \( A, \alpha \in A_{u+2j} \), which then implies \( \beta \in B_{u+3j} = B_{v+2j} \). Iterating this process gives that \( \alpha \in A_{u+2\ell j} \) and \( \beta \in B_{v+2\ell j} \) for all \( \ell \geq 0 \). Since \( s \) is odd, we have that for all \( q \geq 0 \), \( A_{u+qj} \) is of the form \( A_{u+2\ell j} \) for some \( \ell \) and similarly, every \( B_{v+qj} = B_{v+(q-1)j} \) is of the form \( B_{v+2\ell j} \) for some \( \ell \). Therefore, \( P_{u+qj} = \{\alpha, \beta\} \) for all \( q \geq 0 \). By Proposition 3.11, there is a common color for palettes of size two, and thus one of \( \alpha \) or \( \beta \) is this common color. Without loss of generality, assume that \( \alpha \) is the common color for all palettes of size 2. This implies that \(|B| = 1\) for all \( 0 \leq \ell \leq s - 1 \). Hence, defining \( \tilde{c}(i) \) to be the unique color in \( B_i \) defines an exact \((r - 1)\)-coloring of \( \mathbb{Z}_s \) that avoids rainbow 3-APs. However, \( r - 1 = \text{aw}(\mathbb{Z}_s, 3) \), a contradiction.

**Proposition 3.8** is now established from Proposition 3.10 and Proposition 3.13. We now turn our attention to establishing the lower bound.

**Proposition 3.14.** Suppose \( s \) is odd and \( \mathbb{Z}_s \) has a singleton extremal coloring. Then for \( t \geq 2 \),

\[
\text{aw}(\mathbb{Z}_{3t}, 3) \geq \text{aw}(\mathbb{Z}_t, 3) + \text{aw}(\mathbb{Z}_s, 3) - 2.
\]
Proof. Let \( c_s \) be a singleton extremal coloring of \( \mathbb{Z}_n \). Note that we can shift \( c_s \) so that \( c_s(0) \) is the color that is used exactly once. Choose a coloring \( c_t \) of \( \mathbb{Z}_t \) using \( \text{aw}(\mathbb{Z}_t, 3) - 1 \) colors not used by \( c_s \) that does not have a rainbow 3-AP. Let \( R_0, R_1, \ldots, R_{s-1} \) be the residue classes modulo \( s \) in \( \mathbb{Z}_s \). Define a coloring \( \hat{c} \) of \( \mathbb{Z}_s \) as follows: For \( i = 1, \ldots, s-1 \) and \( \ell \in R_i \), \( \hat{c}(\ell) := c_s(i) \), and for \( 0 \leq j \leq t-1 \), \( \hat{c}(js) := c_t(j) \). Notice that we now have an exact \( \text{aw}(\mathbb{Z}_s, 3) - 2 + \text{aw}(\mathbb{Z}_t, 3) - 1 \) coloring of \( \mathbb{Z}_s \) because we have removed color \( c_s(0) \). Clearly, if a 3-AP is within some residue class it is not rainbow. Because \( s \) is odd, \( d \neq 0 \) (mod \( s \)) implies \( 2d \neq 0 \) (mod \( s \)) and \( 2d \neq d \) (mod \( s \)), so a 3-AP that is not entirely within one residue class has elements in three different residue classes. But a rainbow 3-AP with elements in three different residue classes would imply a rainbow 3-AP in \( c_s \), which does not exist. So we have found a coloring of \( \mathbb{Z}_s \) using \( \text{aw}(\mathbb{Z}_s, 3) - 3 \) colors that does not have a rainbow 3-AP. Thus \( \text{aw}(\mathbb{Z}_s, 3) \geq \text{aw}(\mathbb{Z}_t, 3) + \text{aw}(\mathbb{Z}_s, 3) - 2 \). \( \square \)

**Corollary 3.15.** For an integer \( n \geq 2 \),

\[
\text{aw}(\mathbb{Z}_n, 3) = 2 + f_2(n) + f_3(n) + 2f_4(n).
\]

*Proof. By Proposition 3.5, every odd prime factor \( p \) has \( 3 \leq \text{aw}(\mathbb{Z}_p, 3) \leq 4 \). Apply Proposition 3.8, removing one odd prime \( s \) at a time and observing that for \( \text{aw}(\mathbb{Z}_s, 3) = 3 \), \( \text{aw}(\mathbb{Z}_s, 3) - 2 \) adds one to the total, whereas for \( \text{aw}(\mathbb{Z}_s, 3) = 4 \), \( \text{aw}(\mathbb{Z}_s, 3) - 2 \) adds two to the total. Thus \( \text{aw}(\mathbb{Z}_n, 3) \leq 2 + f_2(n) + f_3(n) + 2f_4(n) \). For the reverse inequality, suppose \( p \) is an odd prime. Then every extremal coloring of \( \mathbb{Z}_p \) is a singleton coloring by Proposition 3.5. So we can apply Proposition 3.14 to remove one odd prime at a time to show that \( \text{aw}(\mathbb{Z}_n, 3) = 2 + f_2(n) + f_3(n) + 2f_4(n) \). \( \square \)

**Remark 3.16.** The constructive proof of Proposition 3.14 gives a singleton extremal coloring of \( \mathbb{Z}_n \) from the singleton extremal colorings of the prime factors of \( n \). Since \( \mathbb{Z}_{2^m} \) has the singleton extremal coloring \( c(0) = 1 \) and \( c(i) = 2 \) for every \( i \neq 0 \) (mod \( 2^m \)), every positive integer has a singleton extremal coloring.

**Proposition 3.17.** For all primes \( p < 100 \), \( \text{aw}(\mathbb{Z}_p, 3) = 3 \) if \( p \notin Q_4 := \{17, 31, 41, 43, 73, 89, 97\} \) and \( \text{aw}(\mathbb{Z}_p, 3) = 4 \) if \( p \in Q_4 \).

*Proof. The statement that for any prime \( p < 100 \), \( \text{aw}(\mathbb{Z}_p, 3) = 3 \) if \( p \notin Q_4 \) and \( \text{aw}(\mathbb{Z}_n, 3) = 4 \) if \( p \in Q_4 \) has been verified computationally (see Table 2). \( \square \)

The next example illustrates the use of Corollary 3.15 to compute \( \text{aw}(\mathbb{Z}_n, 3) \) in the case that every prime factor of \( n \) is less than 100.

**Example 3.18.** Let \( n = 14,582,937,583,067,568 \). Since \( n = 2^4 \cdot 3 \cdot 11^2 \cdot 13 \cdot 17^2 \cdot 53^3 \cdot 67^2 \), \( \text{aw}(\mathbb{Z}_n, 3) = 3 + 9 + 2 \cdot 2 = 16 \).

### 3.2 Main results for \( \text{aw}(\mathbb{Z}_n, k) \), \( k \geq 4 \)

In this section, we specialize to the case where \( k \geq 4 \) and prove Theorem 1.7 (Corollary 3.19) below, which follows from Corollary 2.14 and Remark 1.4, gives us \( n e^{-\log \log \log n - o(1)} \) as an upper bound for \( \text{aw}(\mathbb{Z}_n, k) \).

**Corollary 3.19.** For every fixed positive integer \( k \), \( \text{aw}(\mathbb{Z}_n, k) = o(\frac{n}{\log \log n}) \).

Our lower bound for \( \text{aw}(\mathbb{Z}_n, k) \) when \( n > 12 \) is presented in Lemma 3.20.

**Lemma 3.20.** There exists an absolute constant \( b > 0 \) such that for all \( c > 3, \frac{n}{c} \geq 4 \) and \( k \geq 4 \),

\[
\text{aw}(\mathbb{Z}_n, k) > \left(\frac{n}{c}\right) e^{-b\log(\log(n/c))} = ne^{-b\sqrt{\log(n/c)}-\log c} = n^{1-o(1)}.
\]

Lemma 3.20 is proven using the Behrend construction from Section 2.2 and using Proposition 3.21 below. The Behrend construction in the integers \( \{1, \ldots, m\} \) has no punctured 4-AP and size \( mc^{-b\sqrt{\log m}} \) for some absolute constant \( b \).
Corollary 3.23. For positive $n$, $aw(Z_n, n-1) = n-1$.

A pattern can be observed in the values of $aw(Z_n, n-2)$, and this is established in Proposition 3.24.
Proposition 3.24. For positive $n \geq 5$, if $n$ is prime then $aw(\mathbb{Z}_n, n-2) = n-2$; otherwise $aw(\mathbb{Z}_n, n-2) = n-1$.

Proof. We trivially have a lower bound of $n-2$ for $aw(\mathbb{Z}_n, n-2)$. First we assume $n$ is prime. We claim that for any two distinct elements $x$ and $y$ there is an $(n-2)$-AP that misses $x$ and $y$. To see this, simply form the $n$-AP with $a = x$ and $d = (y-x)$, this will cover all of $\mathbb{Z}_n$, and now removing the first two terms leaves us with an $(n-2)$-AP that does not contain $x$ or $y$. So suppose we have an exact $(n-2)$-coloring. Then either there is one color that occurs three times or two colors that each occur twice, and in either case all other colors occur exactly once. In either case we can choose two numbers to avoid and then the remaining $n-2$ numbers are rainbow, but as just noted above the remaining $n-2$ numbers are an arithmetic progression. Therefore every $(n-2)$-coloring contains a rainbow progression.

When $n$ is not a prime, let $p$ be the smallest prime divisor of $n$ and consider the $(n-2)$-coloring formed by coloring 0, $p$ and $2p$ monochromatically, with the remaining numbers all given distinct colors. This is an $(n-2)$-coloring (since $2p < n$ by assumption that $n \geq 5$). We claim this coloring has no rainbow $(n-2)$-AP (along with the upper bound of $n-1$, this claim establishes the result). Suppose that $K = \{a, a+d, \ldots, a+(n-3)d\}$ is a rainbow $(n-2)$-AP, so all the elements of $K$ are distinct and $K$ necessarily misses two of 0, $p$, $2p$. Since $\mathbb{Z}_n$ cannot have a proper subgroup of order $n-2$, extending $K$ to a $n$-AP necessarily produces all elements of $\mathbb{Z}_n$ and thus $\{a+(n-2)d, a+(n-1)d\} \subseteq \{0, p, 2p\}$. But then we have that $p$ divides $d = ((a+(n-1)d)-(a+(n-2)d))$, showing that this arithmetic progression can have at most $\frac{n}{p} < n-2$ terms, which is a contradiction.

Proposition 3.22 shows that the “if” direction of Theorem 2.16 ($k \geq \lceil \frac{n}{2} \rceil + 1$ implies $aw([n], k) = n$) does not extend to $\mathbb{Z}_n$. Example 3.25 below shows that the extension of Proposition 2.15 to $\mathbb{Z}_n$, which would assert that $aw(\mathbb{Z}_n, k) \leq aw(\mathbb{Z}_{n-1}, k) + 1$, is not true in general. There are counterexamples in both the cases $k = 3$ and $k \geq 4$.

Example 3.25. By Corollary 3.15, $aw(\mathbb{Z}_{30}, 3) = 5$, and $aw(\mathbb{Z}_{29}, 3) = 3$ (see Table 2 in Section 3.1). Furthermore, $aw(\mathbb{Z}_{4}, 4) = 6$ and $aw(\mathbb{Z}_{7}, 4) = 4$ (see Table 3).

Example 3.26 below shows that Theorem 2.17, which bounds the anti-van der Waerden number of a sum in terms of the anti-van der Waerden numbers of the summands, does not extend to $\mathbb{Z}_n$.

Example 3.26. According to our computed data (see Table 3),

$$aw(\mathbb{Z}_{12}, 4) = 8 > 4+4-1 = aw(\mathbb{Z}_3, 4) + aw(\mathbb{Z}_7, 4) - 1.$$

There are also examples for $k = 3$, such as $aw(\mathbb{Z}_{54}, 3) = 6 > 3+3-1 = aw(\mathbb{Z}_{47}, 3) + aw(\mathbb{Z}_7, 3) - 1$.

4 Computation

Many of the results we have proved in this paper were first conjectured from examination of data. In this section, we briefly discuss an efficient algorithm to find an exact $r$-coloring of $[n]$ or $\mathbb{Z}_n$ that avoids a rainbow $k$-AP, if such a coloring exists. For the sake of brevity, we will focus on the case of coloring $[n]$ since this case has a few extra properties that the $\mathbb{Z}_n$ case does not. Specifically, we have $[m] \subseteq [n]$ for all $m \leq n$ while $\mathbb{Z}_m$ contains a copy of $\mathbb{Z}_m$ if and only if $m$ divides $n$.

Fix $k$, $n$, and $r$ and assume that all values of $aw([m], k)$ have been computed for $k \leq m < n$. Let $c : [n] \rightarrow [r] \cup \{\ast\}$ be a function called a partial $r$-coloring, where every position $i$ has color $c(i) \in [r]$ or $c(i) = \ast$ and $i$ is uncolored. By starting with all positions uncolored, we recursively attempt to extend a partial $r$-coloring $c$ where the positions in $[i]$ are colored to an exact $r$-coloring $c'$ that avoids rainbow $k$-APs. We branch at each recursive call for all possible choices of color for $c(i+1)$ such that no $k$-AP within $[i+1]$ is colored with $k$ distinct colors. To guarantee that no chosen color creates a rainbow $k$-AP, we maintain a list of sets $D(j) \subseteq [r]$ that contain all of the possible colors for the position $j$. Specifically, assigning $c(j)$ to be any color in $[r] \setminus D(j)$ will immediately create a rainbow $k$-AP. Whenever a color is assigned to position $i$, we consider a $k$-AP, $X$, whose second-to-last element is $i$. If the set $c(X) = \{c(i') : i' \in X - \max X\}$ contains $k-1$ distinct colors, we say that $X$ is an almost-rainbow $k$-AP and the color for max $X$ must be
one of these \(k - 1\) colors. Therefore, we can update \(D(\max X)\) to be \(D(\max X) \cap c(X)\). For simplicity, we update \(D(i)\) to be \(\{c(i)\}\) when \(i\) is assigned the color \(c(i)\).

We can also make a few small adjustments to greatly reduce the search space. First, we assume that the coloring \(c\) is lexicographically-minimum: for two colors \(a, b \in [r]\) with \(a < b\), we assume that the first position with color \(a\) appears before the first position with color \(b\). Second, the domains \(D(j)\) contain the possible colors for the positions that remain uncolored. If \(\bigcup_{j \in [n]} D(j) \neq [r]\), then \(c\) cannot extend to an exact \(r\)-coloring. Finally, if the first \(i\) positions are all colored with the color \(1\), then for any extension of \(c\) to an exact \(r\)-coloring of \([n]\), the last \(n - i + 1\) positions form an exact \(r\)-coloring. Thus, if \(aw([n - i + 1], k) \leq r\), then it is impossible to extend \(c\) to an exact \(r\)-coloring of \([n]\) without creating a rainbow \(k\)-AP.

Our recursive algorithm is given as Algorithm 1 and is initialized by Algorithm 2. Similar algorithms are implemented for the case of \(r\)-coloring \(\mathbb{Z}_n\). All source code and data are available online\(^1\) including computed values of \(aw([n], k)\) and \(aw(\mathbb{Z}_n, k)\), extremal colorings, and reports of computation time.

### Algorithm 1 FindColorings\((k, r, n, aw, c, D, i)\) – Find exact \(D\)-colorings on \([n]\) that avoid rainbow \(k\)-APs and extend the coloring \(c\) on \([i - 1]\). Assume \(aw([m], k)\) is known for all \(m < n\).

```plaintext
if \(i = n\) then
    output \(c\)
    return
else if \(\bigcup_{j \in [n]} D(j) \neq [r]\) then
    return // This coloring cannot extend to an exact \(r\)-coloring!
else if \(i > 2\) and \(\forall j < i, c(j) \equiv 1\) and \(aw([n - i + 2], k) \leq r\) then
    return // An exact \(r\)-coloring extending \(c\) induces an exact \(r\)-coloring on \(\{i - 1, \ldots, n\}\).
end if
\(M \leftarrow \max\{c(j) : j < i\} \cup \{0\}\)
// Attempt all colors in the domain \(D(i)\) that are at most \(M + 1\).
for all \(a \in D(i) \cap [M + 1]\) do
    \(c(i) \leftarrow a,\quad D(i) \leftarrow \{a\}\)
    // Update all domains \(D'(t)\) when almost-rainbow \(k\)-APs exist.
    \(D' \leftarrow D\)
    for all \(d \in \{1, \ldots, \lfloor i/(k - 2) \rfloor - 1\}\) do
        \(A \leftarrow \emptyset\)
        for all \(\ell \in \{0, \ldots, k - 2\}\) do
            \(t \leftarrow i - \ell \cdot d\)
            \(A \leftarrow A \cup \{c(t)\}\)
        end for
        if \(|A| \equiv k - 1\) then
            \(t \leftarrow i + d\)
            \(D'(t) \leftarrow D'(t) \cap A\)
        end if
    end for
end for
call FindColorings\((k, r, n, aw, c, D', i + 1)\)
end for
```

### Algorithm 2 FindColoring\((k, r, n, aw)\) – Find exact \(r\)-colorings on \([n]\) that avoid rainbow \(k\)-APs.

```plaintext
for all \(i \in [n]\) do
    \(c(i) \leftarrow \ast\)
    \(D(i) \leftarrow [r]\)
end for
call FindColorings\((k, r, n, aw, c, D, 1)\)
```

\(^1\)All source code and data can be found at [https://github.com/derrickstolee/RainbowAPs](https://github.com/derrickstolee/RainbowAPs)
Conjectures and open questions

We conclude by summarizing some open questions and conjectures, beginning with those related to \([n]\).

Uherka [13] observed that \(aw([n], 3)\) is not a monotone function in \(n\), as there are values of \(n\) where \(aw([n], 3) = aw([n - 1], 3) - 1\). Does this happen infinitely often? Are larger drops possible?

**Conjecture 5.1.** For positive integers \(n\) and \(k\), \(aw([n], k) \geq aw([n - 1], k) - 1\).

Conjecture 1.2 states that the lower bound \(aw([n], 3) \geq \lceil \log_3 n \rceil + 2\) is correct to within an additive constant. We further conjecture that the lower bound in Lemma 2.3 is in fact the exact value when \(n\) is a power of three. It is true for the computed data available (see Remark 2.1).

**Conjecture 5.2.** Let \(m\) be a nonnegative integer. Then \(aw([3^m], 3) = m + 2\).

**Question 5.3.** Is it true that \(aw([3n], 3) = aw([n], 3) + 1\) for all positive integers \(n\)?

We now turn our attention to \(\mathbb{Z}_n\).

**Question 5.4.** Are there infinitely many primes \(p\) such that \(aw(\mathbb{Z}_p, 3) = 3\)?

Based on [8, Theorem 3.5] (see also Theorem 3.3), one approach to finding primes \(p\) for which \(aw(\mathbb{Z}_p, 3) = 3\) is to search for primes \(p\) such that the multiplicative group \(\mathbb{Z}_p^\times\) is generated by 2. However, the existence of an infinite family of such primes is still open.

**Conjecture 5.5 (Artin’s Conjecture).** [11, p. 217] There are infinitely many primes \(p\) such that 2 is a generator of the multiplicative group \(\mathbb{Z}_p^\times\).

If Artin’s Conjecture holds, it would give us an infinite family of primes \(p\) such that \(aw(\mathbb{Z}_p, 3) = 3\). Jungić et al. also established another family of primes \(p\) with \(aw(\mathbb{Z}_p, 3) = 3\) (see Theorem 3.3), namely those primes \(p\) such that \(\frac{p^k - 1}{2}\) is odd and the order of 2 in \(\mathbb{Z}_p^\times\) is \(\frac{p-1}{2}\).
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