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ABSTRACT

The Boolean lattice of dimension two, also known as the diamond, consists of four distinct elements with the following property: \( A \subset B, C \subset D \). The 3-crown consists of six distinct elements with the following property: \( A, B \subset D \) and \( B, C \subset E \) and \( A, C \subset F \). A \( \mathcal{P} \)-free family in the \( n \)-dimensional Boolean lattice is a subposet such that no collection of elements form the poset \( \mathcal{P} \). Note that the posets are not induced and may contain additional relations.

There is a diamond-free family in the \( n \)-dimensional Boolean lattice of size \( (2 - o(1)) \binom{n}{\lfloor n/2 \rfloor} \). In this dissertation, we prove that any diamond-free family in the \( n \)-dimensional Boolean lattice has size at most \( (2.25 + o(1)) \binom{n}{\lfloor n/2 \rfloor} \). Furthermore, we show that the so-called Lubell function of a diamond-free family in the \( n \)-dimensional Boolean lattice which contains the empty set is at most \( 2.25 + o(1) \), which is asymptotically best possible.

There is a 3-crown-free family in the \( n \)-dimensional Boolean lattice of size \( \binom{n}{\lfloor n/2 \rfloor} \). In this dissertation, we prove that any 3-crown-free family in the \( n \)-dimensional Boolean lattice has size at most \( (2\sqrt{3} - 2) \binom{n}{\lfloor n/2 \rfloor} \).
CHAPTER 1. Introduction

We begin by giving some basic background in graph theory, extremal graph theory, and poset theory. There are far too many areas within each of these to include but we will include many of the basic concepts the our results are based on. These will all be assumed to be familiar to the reader in later sections. If the reader is familiar with basic graph theory, one may choose to begin with subsection 1.1.1. If the reader is familiar with extremal graph theory, one may choose to begin with section 1.2.

1.1 Graph Theory

In this section we offer some basic definitions and concepts within graph theory. We will eventually define many objects, and we will defer defining these objects until needed in the text. We will only define objects and concepts that will be used later in this dissertation. If the reader wishes for more general graph theory references please consult Diestel [Die05] and Bollobás [Bol98].

We adopt standard notation for common sets: \( \mathbb{R} \) and \( \mathbb{N} \) denote the real and natural numbers respectively. Set-theoretic difference and symmetric difference of \( A, B \) will be denoted by
\[
A - B := \{ x : (x \in A) \land (x \notin B) \}
\]
where \( \land \) is a logical and and
\[
A \triangle B = \{ x : (x \in A - B) \lor (x \in B - A) \}
\]
where \( \lor \) is a logical or respectively. The ceiling and floor functions will be denote by \( \lceil x \rceil \) and \( \lfloor x \rfloor \) respectively. Further notation will be introduced when needed.

A (simple) graph \( G \) is a pair \((V(G), E(G))\), with \( V(G) \) a finite set and \( E(G) \) a set of 2-element subsets, \( \{x, y\} \) of \( V(G) \). In this dissertation we will not consider “loops” where edges are allowed to be multi-sets or multi-graphs where we allow multiple copies of the same edge. Elements of \( V(G) \) are called vertices of \( G \) and elements of \( E(G) \) are called edges of \( G \). If \( E(G) \)
is a family of $r$-element subsets of $V(G)$ with $r > 2$, we call $G$ an \textit{$r$-regular hypergraph} or \textit{$r$-graph}. Unless otherwise noted we will assume $r = 2$. Let the \textit{order} of a graph $G$, $|V(G)|$, be the cardinality of the vertex set of $G$ and the \textit{size} of $G$, $|E(G)|$, to be the cardinality of the edge set of $G$. If $x, y \in V(G)$ where $x$ and $y$ are connected by an edge, we write $xy \in E(G)$ and say $x$ and $y$ are \textit{adjacent} in $G$. An edge $xy \in E(G)$ is said to be incident with its \textit{endvertices} $x$ and $y$. Vertices adjacent to $x$ are collectively called the \textit{(open) neighborhood} of $x$ and will be denoted by $N(x)$. We define the \textit{closed neighborhood} of $N[x] := N(x) \cup \{x\}$. The degree $\deg(x)$ of $x \in V(G)$ is $\deg(G) := |N(x)|$. I.e. $\deg(x)$ is the number of edges incident to $x$, which is the same as the number of edges adjacent to $x$. Please note that in all of these definitions we eliminate the reference to $G$ whenever it is clear from context.

Graphs have many different representations (see Example 1). Different representations are advantageous in different settings. Example 1.1 and 1.2 are useful when dealing with computers. Example 1.4 is useful when placing the graph in text. Example 1.3 can be useful when visualizing graphs, but we must be careful with this representation as as both graphs in Example 1.4 are the same graph. This becomes clear after we introduce graph isomorphisms.

\textbf{Example 1} \textit{Different representations of the same graph $G$}

1. \textit{By definition} $G = (\{1, 2, 3, 4\}, \{\{1, 2\}, \{2, 3\}, \{3, 4\}, \{1, 4\}\})$

2. \textit{By adjacency matrix}

$$A(G) = \begin{pmatrix}
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0
\end{pmatrix}$$
3. By drawing

![Graphs](image)

(a) $G$  
(b) $G'$

4. By name $G = C_4$

If $G$ and $G'$ are different representations of the same graph, we say that they are isomorphic to each other. Next, we give the official definition of graph isomorphism.

**Definition 2 (Graph Isomorphism)** Two graphs $G$ and $G'$ are isomorphic, denoted by $G \cong G'$, if there exists a bijective function $\eta : V(G) \to V(G')$ such that $xy \in E(G)$ if and only if $\eta(x)\eta(y) \in E(G')$.

We may think of this definition as two graphs are isomorphic if there is a bijective map on the vertices that preserves adjacency. We stated before that all the examples in example 1 represent the same graph. It is more accurate but still abusive in notation to saw that all the examples in example 1 represent graphs that are isomorphic. This is an important concept and will be vital to our development of flag algebras.

Next we introduce the concept of subgraph.

**Definition 3 (Subgraph)** Let $G$ be a graph. A graph $G'$ with $V(G') \subseteq V(G)$ and $E(G') \subseteq \{xy \in E(G) : x, y \in V(G')\}$ is a subgraph of $G$, denoted by $G' \subseteq G$. If, in addition, $E(G') = \{xy \in E(G) : x, y \in V(G')\}$ then $G'$ is an induced subgraph of $G$, this is also denoted by $G[V(G')]$.

There are several graphs that are well known and appear often in all parts of graph theory. We have special names for each of them such at $C_3$ is the triangle and $C_4$ is the 4-cycle. We now introduce select graphs that will appear later.
A path, denoted $P_n$, is a graph with vertex set $V(P_n) = \{v_1, v_2, \ldots, v_n\}$ and edge set $E(P_n) = \{v_iv_{i+1} : 1 \leq i < n\}$. Note that if we were to travel along edges from $v_i$ to $v_j$ we would have to travel through vertices $v_{i+1}, \ldots, v_{j-1}$. The length of a path is the number of edges in it. A $(u,v)$-path is a path starting at $u$ and ending at $v$ in $G$. Vertices $u$ and $v$ in a graph $G$ are said to be connected if there exists a $(u,v)$-path. A graph $G$ is said to be connected if every pair of vertices in $G$ is connected. The distance of two vertices $u,v$ in $G$ is the minimum length of a $(u,v)$-path, denoted $d(u,v)$. A component of $G$ is the graph induced on a maximal set of connected vertices. If $u,v$ are in different components of $G$, then their distance is defined to be $\infty$.

A cycle $C_n$ on $n$ vertices is a closed path, i.e. $V(C_n) = V(P_n)$ and $E(C_n) = E(P_n) \cup \{v_1v_n\}$. $C_n$ is called an $n$-cycle. The length of a cycle, $l(C_n)$ is defined to be its size, $l(C_n) = n$. A graph $G$ is acyclic if it does not contain any cycle as a subgraph.

A bipartite graph is a graph $G$ where $V(G)$ is partitioned into $V'(G)$ and $V''(G)$ and $E(G) \subseteq \{xy : x \in V'(G), y \in V''(G)\}$. I.e. a bipartite graph is a graph $G$ where the vertex set is partitioned into two parts and edges only exist between the partitions. If $E(G) = \{xy : x \in V'(G), y \in V''(G)\}$ we call $G$ the complete bipartite graph, denoted $K_{i,j}$ where $i = |V'(G)|$ and $j = |V''(G)|$. Note that bipartite is equivalent to saying a graph $G$ contains no odd length cycles. The proof of this can be found in Diestel [Die05] and is omitted. An $r$-partite graph is a graph $G$ where $V(G)$ is partitioned into $r$ pieces and edges only exist between the partitions.

A graph $G$ on $n$ vertices is said to be complete if $E(G)$ contains every distinct pair of vertices; $G$ is then denoted as $K_n$. Note that $|E(G)| = \binom{n}{2}$. The graph $K_n$ is also called a $n$-clique. This notation more often appears when $K_n$ is a subgraph of a larger graph $G'$. A graph $G$ is the empty graph if $E(G) = \emptyset$. An empty graph $E$ on $n$ vertices is sometimes called an independent set of size $n$ but is usually within the context of when $E$ is an induced subgraph of a larger graph $G'$, i.e. $E = G'[V(E)]$.

Let $G$ be any graph on $n$ vertices. Then $\overline{G}$ denotes the complement of $G$ and is defined to be a graph with vertices $V(\overline{G}) = V(G)$ and $E(\overline{G}) = E(K_n) - E(G)$. Note that a complete
graph and empty graph on \( n \) vertices are complements. Also the graph
\[
G = (\{1, 2, 3, 4\}, \{\{1, 2\}, \{2, 3\}, \{3, 4\}\})
\]
is isomorphic to its complement
\[
\overline{G} = (\{1, 2, 3, 4\}, \{\{1, 3\}, \{1, 4\}, \{2, 4\}\}).
\]

One graph concept that is very closely related to our result is the concept of Turán graphs
\( T(n, r) \), named for the Hungarian mathematician Pál Turán. Let \( V_1, V_2, \ldots, V_r \) be a collection
of pairwise disjoint, non-empty subsets of \( V(G) \) such that \( \bigcup_{1 \leq i \leq r} V_i = V(G) \) and \( ||V_i| - |V_j|| \leq 1 \)
for all \( 1 \leq i, j \leq r \). This collection \( \{V_i\}_{1 \leq i \leq r} \) is called an almost-balanced partition of \( V(G) \). We
say \( \{V_i\}_{1 \leq i \leq r} \) is balanced if \( |V_i| = |V_j| \) for all \( 1 \leq i \leq r \).

**Definition 4 (Turán graph)** The Turán Graph \( T(n, r) \) is a graph on \( n \) vertices for which
there exists an almost-balanced partition of its vertex set \( V(T(n, r)) \) into \( \{V_i\}_{1 \leq i \leq r} \), such that
\( E(T(n, r)) = \{xy : x \in V_i, y \in V_j, \forall i \neq j\} \). I.e. \( T(n, r) \) is a complete \( r \)-partite graph on \( n \)
vertices such that the partitions are as equal as possible.

The Turán graph, \( T(n, r) \) is actually the extremal example of a graph with the most edges
that does not contain a \( K_{r+1} \). A proof of which can be found in [Die05]. This then introduces
us to a section of graph theory called extremal graph theory.

### 1.1.1 Extremal Graph Theory

Bollobás said in his book Modern Graph Theory [Bol98] that a quintessential extremal
problem in extremal combinatorics is that of the forbidden subgraph problem: Given a graph \( F \)
determine the number of edges a graph \( G \) can have until it must contain a subgraph isomorphic
to \( F \). In this way it generalizes the concept that Turán introduced with his graphs and results.

First we formalize the results of Turán and then draw similarities to our result.

We now will focus on similar results the case of hypergraphs. For the remainder of this
subsection we will use the following notation. We say an \( r \)-graph \( F \) is forbidden in an \( r \)-graph
\( G \) if there does not exist a copy of \( F \) as a subgraph of \( G \). We denote \( \mathcal{F} \) to be the family of
r-graphs that we wish to forbid in a larger graph $G$. An r-graph $G$ is said to be $\mathcal{F}$-free if $G$ does not contain a subgraph isomorphic to any member of $\mathcal{F}$. Let $n$ be a positive integer, $\mathcal{G}$ be a collection of $\mathcal{F}$-free r-graphs on $l \leq n$ vertices. Note that in most cases we would like $n$ to be orders of magnitudes larger than $l$.

**Definition 5 (Turán number)** Let $\mathcal{F}$ be a family of forbidden r-graphs and let $\mathcal{G}$ be the collection of $\mathcal{F}$-free r-graphs, $G$, on $n$ vertices. The Turán number $\text{ex}(n, \mathcal{F})$ is defined to be

$$\text{ex}(n, \mathcal{F}) := \max\{|E(G)| : G \in \mathcal{G}\}.$$  

Then $\text{ex}(n, \mathcal{F})$ is the maximum number of edges in an $\mathcal{F}$-free r-graph of order $n$. Note that a 2-graph is simply a graph. A generalized topi this is to find the maximum number of copies of an r-graph $A$ in a larger $\mathcal{F}$-free r-graph $G$. Note that an edge in an r-graph is still an r-graph in its own right so this idea generalizes Turán numbers. Then we have the following definition:

**Definition 6 (Generalized Turán number)** Let $\mathcal{F}$ be a family of forbidden r-graphs and let $G \in \mathcal{G}$ be an $\mathcal{F}$-free r-graph on $n$ vertices. Furthermore, let $A$ be an $\mathcal{F}$-free r-graph on $k \leq n$ vertices and $C_A(G)$ be the set of all $k$-element subsets $V \subset V(G)$ such that $G[V]$ is isomorphic to $A$. Define the generalized Turán number $\text{ex}_A(n, \mathcal{F})$ to be

$$\text{ex}_A(n, \mathcal{F}) := \max\{|C_A(G)| : G \in \mathcal{G}\}.$$  

Now for our purposes we are going to eventually let $n$ go to infinity so we must alter this definition slightly. First we define the edge density and the induced density of $H \in \mathcal{H}$ in a large $G$ (generalized edge density) in the natural way

$$\deg(G) := \frac{|E(G)|}{\binom{n}{2}} \quad d_H(G) := \frac{|C_A(G)|}{\binom{n}{k}}.$$  

This allows us to rephrase the questions of “How many edges can a graph not containing a triangle have?” to a question of “What is the density of edges in a triangle-free graph?”.

Now we define the Turán density.
Definition 7 (Turán density)

$$\pi(F) := \lim_{n \to \infty} \frac{|E(G)|}{\binom{n}{r}}$$

$$\pi_H(F) := \lim_{n \to \infty} \frac{|CA(G)|}{\binom{n}{k}}$$

First we must show that these limits exist. An elegant proof of the first definition was given by Keevash [Kee11] and is included here for completeness.

**Proposition 8 (Keevash)** The Turán density $\pi(G)$ exists.

**Proof.** Let $G$ be an $r$-graph with $\deg(G) = \text{ex}(n, F)$. Denote $\psi(G) = \text{ex}(n, F)/\binom{n}{r}$. Observe that $|E(G)| = |E(G - \{v\})| + \deg(v)$ for any $v \in V(G)$ so we may rewrite $\psi(G)$ as

$$\psi(G) = \frac{1}{n} \sum_{v \in V(G)} \left[ |E(G - \{v\})| + \deg(v) \right] \cdot \binom{n}{r}^{-1}.$$

Replacing $|E(G - \{v\})|$ with $\psi(G - \{v\}) \cdot \binom{n-1}{r}^{-1}$ we get

$$\psi(G) = \frac{1}{n} \sum_{v \in V(G)} \left[ \psi(G - \{v\}) \cdot \binom{n-1}{r}^{-1} + \deg(v) \right] \cdot \binom{n}{r}^{-1}.$$

Rearranging and doing some arithmetic gives

$$\psi(G) = \left[ \frac{1}{n} \sum_{v \in V(G)} \psi(G - \{v\}) \cdot \binom{n-1}{r}^{-1} \right] + \left[ \frac{1}{n} \sum_{v \in V(G)} \deg(v) \cdot \binom{n}{v}^{-1} \right].$$

By the handshaking lemma found in Modern Graph Theory [Bol98] for $r$-graphs we get $r \cdot |E(G)| = \sum_{v \in V(G)} \deg(v)$. Then

$$\psi(G) = \left[ \frac{1}{n} \sum_{v \in V(G)} \psi(G - \{v\}) \cdot \binom{n-1}{r}^{-1} \right] + \left[ \frac{r}{n} |E(G)| \cdot \binom{n}{v}^{-1} \right].$$

The definition of $\psi(G)$ gives the following recursion

$$\psi(G) = \frac{1}{n} \sum_{v \in V(G)} \psi(G - \{v\}) \left( 1 - \frac{r}{n} \right) + \frac{r}{n} \psi(G)$$

$$= \frac{1}{n} \sum_{v \in V(G)} \psi(G - \{v\}).$$
From the definition of $\text{ex}(n-1, \mathcal{F})$ we have that $\frac{1}{n} \sum_{v \in V(G)} \psi(G - \{v\}) \leq \text{ex}(n-1, \mathcal{F}) (\frac{n-1}{r})^{-1}$. Hence

$$\text{ex}(n, \mathcal{F}) \left( \binom{n}{r} \right)^{-1} \leq \text{ex}(n-1, \mathcal{F}) \left( \binom{n-1}{r} \right)^{-1}.$$ 

Therefore $\text{ex}(n, \mathcal{F})$ is a decreasing sequence which is bounded below by zero. Hence $\pi(\mathcal{F})$ must exist. $\square$

Now the question remains as to whether we can find $\pi(F)$. For 2-graphs Turán himself found the result of $\pi(K_k) = 1 - \frac{1}{k}$ for all possible $k$. He even determined the graph that attains this value for each $n$. This is the Turán graph $T(n,k)$ we introduced earlier. But for all but a few other values of $k > r \geq 3$ we have no solution. Paul Erdős offered a reward, as was his custom, for solving this problem, a $500 for any value of $k$ and $1000 if anyone can solve it for all $k$. For those familiar with his rewards system, these are fairly hefty rewards giving credence to the difficulty of these problems.

This however is only the groundwork for our results. We approach a similar problem in poset theory.

### 1.2 Poset Theory

First we need to establish some definitions.

**Definition 9 (Partially ordered set (Poset))** A partial order is a binary relation “$\leq_P$” over a set $P$ which is reflexive, antisymmetric, and transitive, i.e. which for all $a, b, c \in P$ satisfies:

- $a \leq_P a$ (reflexivity)
- if $a \leq_P b$ and $b \leq_P a$ then $a = b$ (antisymmetry)
- if $a \leq_P b$ and $b \leq_P c$ then $a \leq_P c$ (transitivity)

A partially ordered set (Poset) is a set with a partial order.
Note that we will use “≤” for “≤_P” when the binary operation is clear from context, similarly, we use _P_ to denote its underlying set, when the context is clear. We define the operation < such that for _A, B ∈_P_, _A < B_ if _A ≤ B_ and _A ≠ B_. Two sets _A, B ∈_P_ are said to be comparable if either _A ≤ B_ or _B ≤ A_, otherwise they are said to be incomparable. A partial order under which every pair of elements is comparable is called a total order or linear order. A set _C ⊂_P_ that is totally ordered is called a chain. A chain of order _k_ will be denoted _C_k_. A maximal chain is called a full chain. A set _A ⊂_P_ such that for all _A, B ∈_A, _A_ and _B_ are incomparable, is called an antichain. The order of a poset _|P|_ is the cardinality of the set _P_. An element _A ∈ P_ is said to cover an element _B ∈ P_ if _B ≤ A_ and there does not exist an element _C ∈ P, C ≠ A, B_ such that _A ≤ C ≤ B_. An interval in a poset _P_ is defined by [_A, B_] = \{ _C ∈ P : A ≤ C ≤ B_ \}. The height of a poset _P_, denoted _h(P)_ is defined to be _k_ where _k_ is the length of the longest chain in _P_. Denote the Hasse diagram of a poset _P_ to be the graph _G = (V, E)_ where _V_ is the elements of _P_ and _AB ∈ E_ if an only if _A_ covers _B_ or _B_ covers _A_.

![Hasse Diagrams](image)

Figure 1.2: Examples of Hasse Diagrams

An element _A ∈ P_ is said to be the greatest (least) element if for all other elements _B ∈ P_, _B < A_ (_A < B_). A maximal (minimal) element of _P_ is an element _A ∈ P_ such that there does not exist another element _B ∈ P, A ≠ B_ such that _A ≤ B_ (_B ≤ A_). For a subset _B ⊆ P_ an element _A ∈ P_ is said to be an upper (lower) bound of _B_ if for all elements _B ∈ B_, _B ≤ A_ (_A ≤ B_). A poset, _P_, is called a lattice if for every _A, B ∈ P_ there exists elements _C, D ∈ P_ where _C ≤ A, B_ and _A, B ≤ D_ and there does not exist _C', D' ∈ P_ such that _C ≤ C' ≤ A, B_ and _A, B ≤ D' ≤ D_. Here _C_ is often called the infimum, greatest upper bound or meet of _A, B_.

and $D$ is called the *supremum*, *least upper bound*, or *join* of $A, B$. Note that meet and join come from the algebraic construction of a lattice which is given a set $S$ and two binary operations, $\lor$ and $\land$ called join and meet respectively, which are commutative, associative and idempotent such that for $A, B \in S$, $A \land (A \lor B) = A \lor (A \land B) = A$ (called the *absorption law* or *absorption identity*). Note that Huntington [Hun33] and McCune [McC97] proved equivalent statements to the absorption law in a lattice.

Some examples of partially ordered sets include:

- The real numbers (or subset thereof) ordered by the standard “less than or equal to”. Note that this is a lattice, total order and an poset of infinite order. Also note that the standard “less than” does not form a poset since it would fail reflexivity.

- The natural numbers ordered by divisibility. Note that this is a lattice but not a total order (divisibility conditions and uniqueness of prime factors) and is also a poset of infinite order.

- For a given space $X$ and a partially ordered set $\mathcal{P}$, the function space, $F$, containing all functions from $X$ to $\mathcal{P}$ is a partially ordered set with the order for all $x, y \in X$, $x \leq_F y$ if and only if $f(x) \leq_{\mathcal{P}} f(y)$.

- The set $[n] := \{1, 2, \ldots, n\}$ along with all subsets of $[n]$ ordered by inclusion is a poset of finite order and is a lattice. This is a special lattice called the Boolean lattice in which we will take special interest in later.

We will refer to special posets by name throughout the rest of the dissertation. Recall that $C_k$ will denote the chain of order $k$. The *$r$-fork* poset, denoted $V_r$, which has elements $A, B_1, \ldots, B_r$ such that $A \subset B_i$ for all $i$ with no implied relation between $B_i$ and $B_j$ for any $1 \leq i, j \leq r, i \neq j$. A *broom* poset will consist of elements a chain of length $k$ with the top set replaced with an $r$-fork. A *baton* poset will be a broom-like poset with the bottom element replaced with an inverted $r$-fork (note the top and bottom forks need not have the same value for $r$). The *butterfly* poset will consist of elements $A, B, C, D$ such that $A, B \subset C, D$ and no other inclusions. The *complete bipartite* poset, $K_{s,t}$ consists of elements $A_i, B_j$ where
1 ≤ i ≤ s, 1 ≤ j ≤ t and \( A_i \subseteq B_j \) for all \( i,j \). The \( N \)-poset consists of elements \( A,B,C,D \) such that \( A \subseteq C \) and \( B \subseteq C,D \). The \( k \)-crown poset, \( \mathcal{O}_{2k} \), \( k \geq 2 \) is the height 2 poset where the Hasse diagram is an undirected cycle on \( 2k \) vertices. The \( k \)-diamond poset \( D_k \) will consist of the elements \( A,B_1, \ldots, B_k,C \) such that \( A \subseteq B_i \subseteq C \) for all \( i \). If \( i = 2 \) we will refer to this as the diamond poset denoted by \( D \). Note that \( D \cong B_2 \).

As an aside the \( N \)-poset is directly related to series parallel posets, see Valdes, Tarjan, and Lawler [VTL82]. These have direct application to many topics in computer science including sequencing events in time series data, see Mannila and Meek [MM00]; transmission sequencing requirements of multimedia presentations, see Amer, Chassot, Connolly, Diaz and Conrad [ACC+94]; and to model the task dependencies in a dataflow model of massive data processing for computer vision, see Choudhary, Narahari, Nicol and Simha [CNNS94].

Now we give a series of definitions that lead up to the isomorphism definition for posets.

Given two posets \( (\mathcal{U}, \leq_U) \) and \( (\mathcal{T}, \leq_T) \) a function \( f : \mathcal{U} \to \mathcal{T} \) is called order-preserving or monotone if for all \( x,y \in \mathcal{U} \), \( x \leq_U y \) implies that \( f(x) \leq_T f(y) \). A function, \( f \), is called order-reflecting if for all \( x,y \in \mathcal{U} \), \( f(x) \leq_T f(y) \) implies that \( x \leq_U y \). Note that order-reflecting implies that \( f \) is injective since \( f(x) = f(y) \) would imply that \( x \leq_U y \) and \( y \leq_U x \). If \( f \) is both order-preserving and order-reflecting \( f \) is called an order-embedding of \( (\mathcal{U}, \leq_U) \) into \( (\mathcal{T}, \leq_T) \). Note that if \( |\mathcal{U}| < |\mathcal{T}| \) we consider \( \mathcal{U} \) to be a subposet of \( \mathcal{T} \) i.e. there exists an order-preserving function \( f \) from \( \mathcal{U} \) to \( \mathcal{T} \).

**Definition 10 (Poset isomorphism)** Two posets, \( \mathcal{P} \) and \( \mathcal{P}' \), are isomorphic, denoted by \( \mathcal{P} \cong \mathcal{P}' \) if there exists a bijective function \( f \) that is order-embedding, i.e., for all \( A,B \in \mathcal{P} \), \( A \leq_{\mathcal{P}} B \) if and only if \( f(A) \leq_{\mathcal{P}'} f(B) \).

Of special interest in this dissertation is the Boolean lattice of order \( n \) denoted \( \mathcal{B}_n \) given in Example 1.2 above. \( \mathcal{B}_n \) is also denoted \( Q_n \) in other literature, see Axenovich, Manske and Martin [AMM11]. Our results and almost all related results given henceforth will occur within the Boolean lattice. We will now proceed with the definitions we need to formulate our results. Most of these definitions are analogous to graph theory definitions. For clarity we will use capital letters when talking about sets in \( \mathcal{B}_n \) to avoid confusing the sets with the values in \([n]\).
itself.

Consider a family $\mathcal{F}$ of subsets of $[n]$. Then $\mathcal{F}$ can be viewed as a subposet of $\mathcal{B}_n$ with the inherited relation. Let $\mathcal{P}$ be a poset. If $\mathcal{F}$ contains no $\mathcal{P}$ as a subposet we say $\mathcal{F}$ is $\mathcal{P}$-free. Let $\Lambda_n(\mathcal{P})$ be the the size of the largest family $\mathcal{F}$ of elements of $\mathcal{B}_n$ that is $\mathcal{P}$-free. A *layer* of $\mathcal{B}_n$ is the family of all sets of the same cardinality, $k$, denoted $\binom{n}{k}$ for some integer $k$. Let $\mathcal{B}(n,k)$ denote the collection of subsets of the $k$ middle sizes, that is, the collection of sets of size $\lceil(n-k+1)/2\rceil, \cdots, \lceil(n+k-1)/2\rceil$ or $\lceil(n-k+1)/2\rceil, \cdots, \lceil(n+k-1)/2\rceil$ depending on the parity of $n$. It is straightforward to see the connection here to Turán’s graph and the forbidden subgraph problem.

There are many results concerning posets and we will not be able to reference all of them. We will only concern ourselves with papers related to our results and a few others. One area directly related to our results is forbidden induced posets. There are very few results and only results on small posets. See Joret and Milans [JM11] concerning two induced incomparable chains. Other results on two induced incomparable chains are Felsner, Krawczyk and Trotter [FKT13]. These are directly related to games on posets see Felsner, Kant, Pandu and Wagner [FKPRW00]. Other games on posets includes Bosek, Felsner, Kloch, Krawczyk, Matecki and Micek [BFK+12] and Cranston, Kinnersley and Milans [CKM+12]. Other popular topics in posets and that is beginning to be more closely tied to forbidden subposets are topics concerning the dimension of a graph, see Felsner and Trotter [FT05], adjacency posets, see Felsner, Li and Trotter [FLT10], defining lattice structures using planar graphs and other graphs, see Felsner [Fel04] and Felsner and Knauer [FK08]. This is not nearly an exhaustive list as it does not include any results in enumerative combinatorics which is very much alive in poset theory. These papers show that extremal combinatorics is also very interested in posets.

We now return our topic of forbidden (non-induced) posets. Sperner [Spe28] proved that the largest family of subsets of $\mathcal{B}_n$ with the property that no one of these sets contains another has size $\binom{n}{\lceil n/2 \rceil}$. Note that this is exactly the size of the largest layer in $\mathcal{B}_n$. Sperner’s original proof involved using algebraic methods. It can also be derived from the YBLM (or LYM) inequality which was proved independently by Yamamoto [Yam54], Bollobás [Bol65], Lubell [Lub66] and Mešalkin [Mes63]. The proof is short but will be required for our results in Chapter 3 and is
Lemma 11 (YBLM Inequality) If $A$ is an antichain in $B_n$ then

$$\sum_{A \in \mathcal{A}} \binom{n}{|A|}^{-1} \leq 1.$$ 

Proof. All of the observations in this proof come from simple counting arguments.

Observe that the number of full chains in $B_n$ is $n!$. Consider the chains that pass through each member of $A$. Then for each $A \in \mathcal{A}$ the number of chains that pass through $A$ is exactly $|A|!(n - |A|)!$. Hence the number of chains that pass through all members of $A$ is $\sum_{A \in \mathcal{A}} |A|!(n - |A|)!$. Since no chain may contain two members of $A$ (since it is an antichain) this sum must be less than the total number of chains in $B_n$ or $\sum_{A \in \mathcal{A}} |A|!(n - |A|)! \leq n!$. Dividing by $n!$ on both sides gives the result. This completes the proof. □

Erdős [Erd45] generalized this result to show that, for any $k \geq 2$, a $C_k$-free family of $B_n$ has size at most $\left(\frac{k-1}{\lfloor n/2 \rfloor}\right)$ asymptotically. Furthermore the size is exactly the sum of the $k - 1$ middle layers. This result is given in the following theorem.

Theorem 12 (Erdős) For $n \geq k - 1 \geq 1$, $\text{La}(n, C_k) = \sum(n, k - 1)$. Moreover, the $C_k$-free families of maximum size in $B_n$ are given by $B(n, k)$.

Other results include Katona and Tarján [KT83] which gives the result on 2-forks which was generalized by De Bonis and Katona [DBK07] to the following result:

$$\left(1 + \frac{r-1}{n} + \Omega \left(\frac{1}{n^2}\right)\right) \leq \frac{\text{La}(n, V_r)}{\binom{n}{\lfloor n/2 \rfloor}} \leq \left(1 + 2\frac{r-1}{n} + O \left(\frac{1}{n^2}\right)\right).$$

From this we can see that $\text{La}(n, V_r) \sim \binom{n}{\lfloor n/2 \rfloor}$. Thanh [Tha98] gave results on broom-like posets which was expanded upon by Griggs and Lu [GL09] to baton posets. De Bonis, Katona and Swanepoel [DBKS05] then showed that the butterfly poset, $B$ has $\text{La}(n, B) \sim 2\binom{n}{\lfloor n/2 \rfloor}$. All the results up till now had the asymptotic form $k\binom{n}{\lfloor n/2 \rfloor}$ where $k$ is one less than the height of the poset. De Bonis and Katona [DBK07] also gave results for the completely bipartite poset $K_{s,t}$ which is a generalized butterfly to have $\text{La}(n, K_{s,t}) \sim 2\binom{n}{\lfloor n/2 \rfloor}$. It is of some note that for the butterfly and $K_{s,t}$ posets that the lower bound is given by taking adjacent layers.
This construction fails if you take the two layers far enough apart. Thus, in a sense these constructions are unstable. The $\mathcal{N}$-poset, denoted $\mathcal{N}$, was shown by Griggs and Katona [GK08] to have $\La(n, \mathcal{N}) \sim \left( \begin{array}{c} n \\ \lfloor n/2 \rfloor \end{array} \right)$.

This led to Conjecture 13 by Griggs and Lu.

**Conjecture 13 (Griggs-Lu)** Let $\mathcal{P}$ be any poset. Then $\pi(\mathcal{P}) := \lim_{n \to \infty} \frac{\La(n, \mathcal{P})}{\left( \begin{array}{c} n \\ \lfloor n/2 \rfloor \end{array} \right)}$ exists and is an integer.

This was immediately generalized to Conjecture 14 by Saks and Winkler.

**Conjecture 14 (Saks-Winkler)** Let $\mathcal{P}$ be any configuration. Then $\pi(\mathcal{P})$ is the the maximum number of full, adjacent layers that do not contain $\mathcal{P}$.

Note that this last conjecture was not published by them in any journal but was communicated by Griggs, Li and Lu [GLL12].

This conjecture was upheld by Griggs and Lu [GL09] who proved that the $k$-crown poset for $k \geq 7$, $k$ odd had an asymptotic value of $\left( \begin{array}{c} n \\ \lfloor n/2 \rfloor \end{array} \right)$, and later Lu [Lu14] proved that this is also true when $k \geq 4$ is even. This leaves only the 3- and 5-crown unsolved. Bukh [Buk09] proved the conjecture for posets, $\mathcal{T}$ whose Hasse diagram is a tree and found that $\La(n, \mathcal{T}) \sim h(\mathcal{T})\left( \begin{array}{c} n \\ \lfloor n/2 \rfloor \end{array} \right)$.

This may lead one to believe that the integer may depend on the height of the poset but this is not true. Griggs, Li and Lu [GLL12] proved that for the generalized diamond $\mathcal{D}_k$ the upper bound depends on the value of $k$ not upon the height, $h(\mathcal{D}_k) = 3$. Let $m := \lceil \log_2(k + 2) \rceil$. They proved that if $k \in [2^m - 1, 2^m - \left( \begin{array}{c} m \\ \lfloor m/2 \rfloor \end{array} \right) - 1]$ then $\La(n, \mathcal{D}_k) \sim m\left( \begin{array}{c} n \\ \lfloor n/2 \rfloor \end{array} \right)$. Note that the values of $k$ include almost all the powers of $2^m$, except 2 itself. The case of $k = 2$ is what we refer to as the diamond.

For many subposets $\mathcal{P}$, the size of the largest $\mathcal{P}$-free family is not known, even asymptotically. The smallest example of such is the diamond which is of special interest to us. Other small unsolved cases involve the 3- and 5-crown. We place an upper bound on the size of the largest 3-crown free family in Chapter 4. For now we will discuss other results pertaining to the diamond.

It is easy to see that if we take the two largest layers in $\mathcal{B}_n$ we will not contain the diamond. Also note that $\mathcal{D}$ is a subposet of $C_4$ and hence the largest family has less than the size of the 3
middle layers (since this is the size of the largest family without a $C_4$). From here every result uses what is called the Lubell function, to be defined next, to obtain their results.

**Definition 15** If $\mathcal{F}$ is a family of sets in the $n$-dimensional Boolean lattice, the **Lubell function** of that family is defined to be $\Lambda(n, \mathcal{F}) \overset{\text{def}}{=} \sum_{F \in \mathcal{F}} \binom{n}{|F|}^{-1}$.

One way of describing $\Lambda(n, \mathcal{F})$ is that it calculates the average number of times a full chain in $\mathcal{B}_n$ contains an element of $\mathcal{F}$. However, in the transition to the Lubell function we lose much of the information given in $\mathcal{F}$. For instance, we lose much of the knowledge on how the sets in $\mathcal{F}$ interact. In order to compensate for the loss of this knowledge we will transition to asymptotic behavior. First we define needed terms.

**Definition 16** Let $\Lambda^*(n, \mathcal{P})$ be the maximum of $\Lambda(n, \mathcal{F})$ over all families $\mathcal{F}$ that are both $\mathcal{P}$-free and contain the empty set. Furthermore, set

$$\Lambda^*(\mathcal{P}) \overset{\text{def}}{=} \limsup_{n \to \infty} \{\Lambda^*(n, \mathcal{P})\}.$$ 

We now provide a needed lemma.

**Lemma 17** Let $\mathcal{B}_2$ denote the diamond. If $\mathcal{F}$ is $\mathcal{B}_2$-free in $\mathcal{B}_n$ then $|\mathcal{F}| \leq (\Lambda^*(\mathcal{B}_2) + o(1)) \binom{n}{\lfloor n/2 \rfloor}$. That is, $\Lambda(n, \mathcal{B}_2) \leq (\Lambda^*(\mathcal{B}_2) + o(1)) \binom{n}{\lfloor n/2 \rfloor}$. 

This lemma is restated and proven in 3.1.

A naive approach to the diamond problem using the Lubell function gives an upper bound of $\Lambda^*(n, \mathcal{B}_2) \leq 2.5$. Refining this idea, Griggs and Lu provided a simple proof in [GLL12] which improved this bound to $\Lambda^*(n, \mathcal{B}_2) \leq 2.296$. Then Axenovich, Mankse and Martin [AMM11] applied a new approach to reduce the bound to $\Lambda^*(n, \mathcal{B}_2) \leq 2.283$. Griggs, Li and Lu [GLL12] then refined their approach to get $\Lambda^*(n, \mathcal{B}_2) \leq 2.273$ using a much more careful analysis than what was involved in the 2.296 bound.

Our main result, also found in the paper by Kramer, Martin, and Young [KMY13] is

**Theorem 18 (K-Martin-Young)** Let $\mathcal{F}$ be a diamond-free poset in the $n$-dimensional boolean lattice, $\mathcal{B}_n$. Then,

$$|\mathcal{F}| \leq (2.25 + o(1)) \binom{n}{\lfloor n/2 \rfloor}.$$
This result will be restated and proven in Chapter 3 but the proof is supplemented by the use of flag algebras even though knowledge of flag algebras are not required to follow it. We provide some background for flag algebras in Chapter 2.

This result is tight for known techniques however, since we are required to have \( \emptyset \in \mathcal{F} \) for \( \Lambda^*(n, \mathcal{B}_2) \). There are at least two known non-isomorphic families \( \mathcal{F} \) that contain the empty set and give \( \Lambda^*(n, \mathcal{B}_2) = 2.25 \). They are given in Griggs, Li and Lu [GLL12] as follows:

Example 19

- Consider the family of sets \( \mathcal{S} = \{\emptyset\} \), \( \mathcal{T} = \{\{i\} : i \leq \lfloor n/2 \rfloor \} \) and \( \mathcal{U} = \{\{i, j\} : \text{either } i > \lfloor n/2 \rfloor \text{ or } j > \lfloor n/2 \rfloor \} \). Let \( \mathcal{F} = \mathcal{S} \cup \mathcal{T} \cup \mathcal{U} \).

- Consider the family of sets \( \mathcal{S} = \{\emptyset\} \), \( \mathcal{T} = \{\{i, j\} : i > \lfloor n/2 \rfloor \text{ and } j > \lfloor n/2 \rfloor \} \), \( \mathcal{T}' = \{\{i, j\} : i \leq \lfloor n/2 \rfloor \text{ and } j \leq \lfloor n/2 \rfloor \} \), \( \mathcal{U} = \{\{i, j, k\} : i, j \leq \lfloor n/2 \rfloor \text{ and } k > \lfloor n/2 \rfloor \} \) and \( \mathcal{U}' = \{\{i, j, k\} : i, j > \lfloor n/2 \rfloor \text{ and } k \leq \lfloor n/2 \rfloor \} \). Let \( \mathcal{F} = \mathcal{S} \cup \mathcal{T} \cup \mathcal{T}' \cup \mathcal{U} \cup \mathcal{U}' \).

For either case we have that \( \Lambda^*(n, \mathcal{B}_2) = 2.25 \). Therefore our theorem is the best possible under current approaches.

Before we move on to flag algebras we have a few more minor definitions that are required.

### 1.3 Some Matrix Terminology and Definitions

There will be no discussion on these definitions. They may seem arbitrary but are necessary for our discussion on flag algebras.

**Definition 20 (Positive Semidefinite Matrix)** A positive semidefinite matrix is a matrix \( A \) such that \( A \) is Hermitian and for all \( x \neq 0 \), \( x^* A x \geq 0 \).

For our purposes we will need a real valued matrix so this definition becomes

**Definition 21 (Real Positive Semidefinite Matrix)** A real positive semidefinite matrix is a matrix \( A \) such that \( A \) is symmetric and for all \( x \neq 0 \), \( x^T A x \geq 0 \).
Let $S_n$ be the collection of positive semidefinite matrices. If $X \in S_n$ then will also be denoted by $X \succeq 0$. Let $T : S_n \to \mathbb{R}^m$ be a linear transformation. Let $b \in \mathbb{R}^m$ be a vector and $C \in S_n$ be given. A standard linear semidefinite program is of the form

$$\begin{align*}
\min & \quad \text{tr } CX \\
\text{subject to} & \quad TX = b \\
& \quad X \succeq 0
\end{align*}$$

For more information see Handbook of Linear Algebra [Hog07].
CHAPTER 2. Flag Algebras

Flag algebras was developed by Alexander Razborov [Raz07]. A survey paper was written by Razborov on the uses of flag algebras. The survey is found both on his personal web page [Raz] and also in the book Mathematics of Paul Erdős II [RLG13]. The results given in this survey include clique densities, Turán’s tetrahedron problem, the Caccetta-Häggkvist conjecture, induced subgraph densities and hypergraph Ramsey problems. The first formal presentation of flag algebras occurs in finite model theory in its full generality but Razborov himself said that the creation of this method is geared toward extremal graph theory. For ease of reading we will extract the definitions as they pertain to extremal graph theory and our specific application.

Before we begin our discussion of flag algebras we must lay some basic groundwork in which our calculations will operate. For motivation we refer you back to the Subsection 1.1.1 entitled Extremal Graph Theory. If you recall, many questions in extremal graph theory can be phrased in such a way to be questions concerning densities. These densities may take several forms. The example we give is Mantel’s Theorem which will be proven using flag algebras in Section 2.2. To lay the groundwork for this example this we offer the following definition.

Definition 22 Fix a graph $M$ of order $l$. For a graph $G$ of order $n$ let $D(M, G)$ be the number of subgraphs, $U$, in $G$ such that $U$ is isomorphic to $M$. Then define the following:

\[
d_n(M, G) = \frac{D(M, G)}{\binom{n}{l}},
\]

\[
d_n(M) = \max\{d_n(M, G) : |G| = n\}.
\]

If we further suppose that $\lim_{n \to \infty} d_n(M) exists we define

\[
\pi(M) = \lim_{n \to \infty} d_n(M).
\]
Then \( d_n(M,G) \) is the density of \( l \)-sets of \( G \) that are isomorphic to \( M \), and \( d_n(M) \) is the maximum value that \( d_n(M,G) \) takes over all graphs \( G \) of order \( n \). We will use \( \pi(M) \) to denote our density in whatever setting we are in. Note that for \( \pi(M) \) the limit is over \( n \) and the maximum is over \( G \) and hence \( \pi(M) \) is not a lim sup. Therefore we are not guaranteed to have \( \pi(M) \) exist. The existence of \( \pi(M) \) would need to be verified or at least assumed to exist in order to ask what the value of \( \pi(M) \) would be. In some cases like Mantel’s Theorem, we can prove the existence of \( \pi(M) \) before we calculate.

Now \( d_n(M,G) \) and \( d_n(M) \) can always be accomplished by a simple brute force methods for each \( n \) but this is tedious and an eternal quest if we should choose to attack the problem this way. A more efficient way would be to upper bound \( d_n(M) \) in terms of \( n \) or \( l \). One method would be to take the collection of graphs, \( H_k \) such that \( H \subset G \), \( |H| = k \), \( k \geq l \) and calculate the density of \( M \) within each possible \( H \). Then one can take a weighted average, dependent on the densities of the \( H \) within \( G \), and get the density of \( M \). To formalize this idea, fix \( k \geq l \). Let \( \mathcal{H} \) be the collection of all subgraphs of order \( k \). It then follows that

\[
d_n(M,G) = \sum_{H \in \mathcal{H}} d_k(M,H)d_n(H,G).
\] (2.1)

Note that \( d_k(M,H) \) is not dependent on \( n \) since \( |M| = l \) and \( |H| = k \). We will capitalize on this. To achieve a basic upper bound we may find the \( H \) with the highest density of \( M \) and assume all other subgraphs \( H \in \mathcal{H} \) have \( d_n(H,G) = 0 \). Then the summation becomes

\[d_n(M,G) \leq \max \{ d_k(M,H) : H \in \mathcal{H} \}\]

This however is extremely naive and is often a very poor upper bound. One thing we have ignored in this construction is that most if not all pairs of \( H, H' \in \mathcal{H} \) will interact in some way. For instance the density of the two subgraphs

\[H = K_{\lfloor \frac{k}{2} \rfloor, \lceil \frac{k}{2} \rceil} \quad H' = K_{\lfloor \frac{k}{2} \rfloor + 1, \lceil \frac{k}{2} \rceil - 1}\]

would be very much related in most graphs. Taking this fact into consideration would potentially improve our bounds considerably. To facilitate this we use the approach of flag algebras. First we must begin with some basic definitions to lay the ground work for applying this method.
2.1 Definitions and Methods

Denote \([n] = \{1, \ldots, n\}\). We start with the basic definitions of a type and a \(\sigma\)-flag.

**Definition 23** A type, \(\sigma\), is a graph \(J\) along with an injective function \(\theta : [s] \to V(J)\) where \(s = |V(J)|\).

**Definition 24** Let \(K\) be a graph and \(\theta : [s] \to V(K)\) be an injective function where \(s \leq |V(K)|\). Given a type \(\sigma\) we say the ordered pair \(F = (K, \theta)\) is a \(\sigma\)-flag if the graph induced on \(\theta([s])\) is isomorphic to \(\sigma\). I.e. The labeled part of \(K\) is isomorphic to \(\sigma\). Let \(F\) be a family of forbidden graphs. We say the \(\sigma\)-flag \(F\) is admissible if \(K\) doesn’t contain a member of \(F\) as a subgraph.

We give examples of four \(\sigma\)-flags, where \(s = 2\), in Figure 2.1. Note that the type is the labeled vertices and the flags are the entire graph given.

![Figure 2.1: Examples of \(\sigma\) and \(\sigma'\)-flags with \(\sigma = K_2\) and \(\sigma' = \overline{K}_2\)](a) \(\sigma\)-flag A  
(b) \(\sigma'\)-flag B  
(c) \(\sigma\)-flag C  
(d) \(\sigma\)-flag D

We observe several things about Figure 2.1. The type of flag A, C, and D is an edge. The type of Flag B is a non-edge. Hence B cannot be isomorphic to A, C or D. Even though Flag D has an edge for a type, one of the vertices incident to this edge had degree two. Since all the vertices in Flags A and C have degree three, Flag B is not isomorphic to Flags A and C. Flags A and C are isomorphic.

Later we will find it useful to think of a type as simply the labeled parts of a subgraph of \(K\). In this way we may look at several different \(\sigma\)-flags that contain the same type and be able
to compare them. We now begin the formal definitions to accomplish this. To simplify matters we borrow notation from Razborov [Raz07].

**Definition 25** Given two \( \sigma \)-flags \( F = (K, \theta) \) and \( F' = (K', \theta') \) we say that \( F \) and \( F' \) are isomorphic (\( F \cong F' \)) if there exists a graph isomorphism \( \tau : K \to K' \) such that the labeled graph on \( \tau(\theta([s])) \) is isomorphic, including the labels, to the labeled graph on \( \theta'(\langle s \rangle) \). I.e. not only is \( \tau \) an isomorphism between \( K \) and \( K' \), \( \tau(\theta) \) and \( \theta' \) induce the same labeled graph and are isomorphic to \( \sigma \).

**Definition 26** For a family of graphs \( \mathcal{F} \), let \( \mathcal{F}_m^\sigma \) be the collection of all admissible \( \sigma \)-flags of order \( m \), up to isomorphism.

Note that in Figure 2.1 flags A, C, and D belong to \( \mathcal{F}_7^\sigma \) where \( \sigma \) has two vertices and an edge. Flag B belongs to \( \mathcal{F}_7^{\sigma'} \) where \( \sigma' \) has two vertices and no edge.

Observe that for a specified \( \sigma \), any two \( \sigma \)-flags \( F = (K, \theta), F' = (K', \theta') \) by definition must immediately have that the types within \( F \) and \( F' \) be isomorphic. In fact we could rephrase this to say that we only need to concern ourselves with the automorphisms on \( \sigma \) that can be extended to isomorphisms on the graphs \( K \) and \( K' \). In this way we may reduce the number of isomorphisms we need consider. I.e. we must only check to see if \( F \) and \( F' \) are isomorphic where the restricted isomorphism is one of the automorphisms on \( \sigma \).

Note that it is quite possible to construct different flags with different types from the same graph \( K \). We did so with the flags in Figure 2.1.

Now we give the definitions necessary to start comparing these different flags. First we define an index over all injections.

**Definition 27** Let \( \sigma \) be a type and \( G \) be a graph. Define \( \Theta \) to be the set of all injections \( \theta : |\sigma| \to V(G) \).

Next we define a set of probabilities needed for the method.

**Definition 28** Let \( G \) be an \( \mathcal{F} \)-free graph of order \( n \geq m \). Fix a \( \sigma \)-flag \( F \in \mathcal{F}_m^\sigma \) and \( \theta \in \Theta \). Define \( p(F, \theta; G) \) to be the probability that a \( m \)-set \( W \) chosen uniformly at random from \( V(G) \) such that \( G[W] \) contains \( \text{Im}(\theta) \), induces a \( \sigma \)-flag \( (G[W], \theta) \) isomorphic to \( F \).
Observe that these probabilities \( p(F, \theta; G) \) are not just the probabilities that we find the subgraph \( F \) in \( G \). These probabilities also induce a specific partial numbering of \( F \). To see these are different take the complete bipartite graph \( K_{n,n} \). Consider the type \( K_2 \) (two vertices with an edge). If we would label vertices from the different bipartition we may get a positive probability depending on the flag, but if we label two vertices from the same bipartition we must have a zero probability since there can never be an edge there.

This definition gives us individual probabilities based upon each individual flag and type. However we wish to compare flags to each other so we need a probability that would allow us to do this.

**Definition 29** Given \( \sigma \)-flags \( F_a, F_b \in \mathcal{F}_m^\sigma \) and \( \theta \in \Theta \), let \( W_a \) be an \( m \)-set from \( V(G) \) chosen uniformly at random such that \( \text{Im}(\theta) \subseteq W_a \). Also, let \( W_b \) be an \( m \)-set from \( V(G) \) chosen uniformly at random such that \( \text{Im}(\theta) = W_a \cap W_b \). Define \( p(F_a, F_b, \theta; G) \) to be the probability that both \( (G[W_a], \theta) \cong F_a \) and \( (G[W_b], \theta) \cong F_b \).

Note the difference between \( p(F_a, F_b, \theta; G) \) and \( p(F_a, \theta; G)p(F_b, \theta; G) \). Baber and Talbot [BT11] described this difference as sampling without replacement and with replacement respectively. Due to a proof by Razborov [Raz07] we have Lemma 30, below. This result is quite intuitive. If we fix \( \theta, W_a \) and \( W_b \) and then have \( |V(G)| \to \infty \), the chance that \( W_a \cap W_b \) contains anything other than \( \theta \) becomes negligible since the odds of \( W_a \) and \( W_b \) choosing the same vertex not in \( \theta \) goes to zero. We include a proof of this lemma for completeness.

**Lemma 30** For any \( F_a, F_b \in \mathcal{F}_m^\sigma \) and \( \theta \in \Theta \),

\[
p(F_a, \theta; G)p(F_b, \theta; G) = p(F_a, F_b, \theta; G) + o(1)
\]

where \( o(1) \to 0 \) as \( |V(G)| \to \infty \).

**Proof.**

Let \( n := |V(G)| \) and \( W_a, W_b \) be two \( m \)-sets chosen uniformly at random from \( V(G) \) such that both \( W_a \) and \( W_b \) contain \( \theta \). Note that this definition of \( W_a \) and \( W_b \) allows for additionally vertices in common between \( W_a \) and \( W_b \) than just the vertices in \( \theta \). Since the condition that
\( \theta \) be in the image can be viewed as a conditional probability on both sides we may restrict
our search to the vertices in \( W' = W_a - \text{Im}(\theta) \) and \( W'' = W_b - \text{Im}(\theta) \). It then follows that
\( W_a \cap W_b = \text{Im}(\theta) \) if and only if \( W' \cap W'' = \emptyset \).

For clarity we will transition notation for this proof as Razborov’s notation is cumbersome
when we are speaking strictly about probabilities. Let \( A \) be an event where \( (G[W_a], \theta) \cong F_a \),
\( B \) be an event where \( (G[W_b], \theta) \cong F_b \), and \( C \) be an event where \( W_a \cap W_b = \emptyset \). We will use
\( P(\cdot) \) to designate the probability of an event happening, mostly to differentiate from the flag
notation.

Then have that
\[
p(F_a, F_b, \theta; G) = P(A \cap B|C) = \frac{P(A \cap B \cap C)}{P(C)}
\]
\[
p(F_a, \theta; G) = P(A)
\]
\[
p(F_b, \theta; G) = P(B)
\]

Observe that by our definition \( A \) and \( B \) are independent. Since \( A \cap B \cap C \subset A \cap B \) we have that
\[
P(A \cap B \cap C) \leq P(A \cap B) = P(A)P(B). \quad (2.2)
\]

Also note that since \( C \) and \( \overline{C} \) are disjoint we have that
\[
P(A)P(B) = P(A \cap B) \leq P(A \cap B \cap (C \cup \overline{C}))
\]
\[
\leq P(A \cap B \cap C) + P(A \cap B \cap \overline{C})
\]
\[
\leq P(A \cap B \cap C) + P(\overline{C}). \quad (2.3)
\]

Combining Equations 2.2 and 2.3 gives
\[
P(A \cap B \cap C) \leq P(A)P(B) \leq P(A \cap B \cap C) + P(\overline{C})
\]

Returning to our flag algebra notation and doing some algebra we have that
\[
0 \leq p(F_a, \theta; G)p(F_b, \theta; G) - p(F_a, F_b, \theta; G)P(C) \leq P(\overline{C})
\]

All that is left is to show that \( P(C) \to 1 \) and \( P(\overline{C}) \to 0 \) as \( n \to \infty \). Observe that
\( P(C) + P(\overline{C}) = 1 \). Consider \( P(C) \). Note that the number of ways to choose an \( m \)-set such
that the exact vertices of \( \theta \) is contained in it is \( \binom{n-|\theta|}{m-|\theta|} \). Also note that the number of ways to choose a second \( m \)-set containing the vertices in \( \theta \) that overlaps the first \( m \)-set exactly on the vertices of \( \theta \) is \( \binom{n-m}{m-|\theta|} \). Since the \( m \)-sets are chosen uniformly at random we have that

\[
P(C) = \frac{\binom{n-|\theta|}{m-|\theta|} \binom{n-m}{m-|\theta|}}{\binom{n-|\theta|}{m-|\theta|} \binom{n-m}{m-|\theta|}} = \binom{n-m}{m-|\theta|}.
\]

Since \( m \) and \(|\theta|\) are fixed \( P(C) \to 1 \) as \( n \to \infty \). Hence \( P(\overline{C}) \to 0 \) as \( n \to \infty \). Therefore as \( n \to \infty \) we have that

\[
p(F_a, F_b, \theta; G) \to p(F_a, \theta; G)p(F_b, \theta; G).
\]

This completes the proof of Lemma 30. \( \square \)

This result is quite useful in extremal results since it implies that we may ignore the cases where flags overlap. It also gives rise to our method of improving \( p(M, G) \leq \max_{H \in \mathcal{H}} \{p(M, H)\} \). Recall that for any graphs \( G \) and \( M \) of order \( n \) and \( l \) respectively we have that \( d_n(M, G) = \sum_{H \in \mathcal{H}} d_k(M, H)d_n(H, G) \) where \( \mathcal{H} \) is the collection of graphs of order \( k \geq l \) equation (2.1).

Our goal is to construct a summation over \( \mathcal{H} \) with coefficients \( c_H, H \in \mathcal{H} \) such that

\[
0 \leq \sum_{H \in \mathcal{H}} c_H d_n(H, G). \tag{2.4}
\]

We will then combine Equations 2.1 and 2.4 to get

\[
d_n(M, G) \leq \sum_{H \in \mathcal{H}} d_k(M, H)d_n(H, G) + \sum_{H \in \mathcal{H}} c_H d_n(H, G) = \sum_{H \in \mathcal{H}} (d_k(M, H) + c_H)d_n(H, G). \tag{2.5}
\]

It then follows that

\[
d_n(M, G) \leq \max\{d_k(M, H) + c_H : H \in \mathcal{H}\}.
\]

Observe that in Equation 2.4 we only require that the sum be nonnegative; we require nothing about the individual values of \( c_H \). In this way we can add negative numbers to high
values of $p_n(M,H)$ and add positive numbers to low values of $p_n(M,H)$. Even though the choice we make can raise the total sum in Equation 2.1 we can still lower the maximum value of $p_n(M,H)$.

To guarantee that Equation 2.4 is nonnegative we will construct it from a square of linear sums of flags. i.e.

$$0 \leq \left( \sum_{F_i \in \mathcal{F}_m^\sigma} q_ip(F_i,\theta;G) \right)^2 = \sum_{F_i,F_j \in \mathcal{F}_m^\sigma} q_iq_jp(F_i,\theta;G)p(F_j,\theta;G) = \sum_{F_i,F_j \in \mathcal{F}_m^\sigma} q_iq_jp(F_i,F_j,\theta;G) + o(1). \tag{2.6}$$

The values $q_i \in \mathbb{R}$ will allow us to adjust this sum to make the best choices for the values of $c_H$. However, the values of $p(F_i,F_j,\theta;G)$ can and most likely will become arbitrarily difficult to calculate as $n \to \infty$. To avoid this we will have to choose the order of our flags and the order of our graphs in $\mathcal{H}$ carefully. Let $2m - |\sigma| \leq k$. Then we will be able to allow two flags from $\mathcal{F}_m^\sigma$ would be allowed to overlap in a graph $H \in \mathcal{H}$ exactly on $\theta$ which is required if we want to use calculations found in Equation 2.6. Similar to the discussion for $d_n(M,G)$ we can adjust the Equation 2.6 as follows

$$\sum_{F_i,F_j \in \mathcal{F}_m^\sigma} q_iq_jp(F_i,F_j,\theta;G) = \sum_{H \in \mathcal{H}} \sum_{F_i,F_j \in \mathcal{F}_m^\sigma} q_iq_jp(F_i,F_j,\theta;H)d_n(H,G). \tag{2.7}$$

Here we abused notation slightly with the use of $\theta$ but since $p(F_a,F_b,\theta;H) = 0$, if $\theta$ is not contained within $H$, there is no ambiguity. This allows us to focus completely on $H$ instead of $G$. (Note that the $d_n(H,G)$ matches the term in Equation 2.1 and will disappear when we switch to the maximum density.) It might be helpful to think of the graphs $H$ as a sample of the graph $G$. Since we will cover all of $G$ we can see how each sample behaves and be able to average them all together accurately. However, this is not enough to satisfy our calculations.

One thing we must remove from our calculations is the requirement of $\theta$ as it is not present in Equation 2.1. To do this define $p(F_a,F_b;H)$ to be the average value that $p(F_a,F_b,\theta;H)$ as $\theta$ ranges over $\Theta$. We may then take the estimated value over $\Theta$ for Equation 2.7 and due to
linearity of expectation we get
\[
\mathbb{E}_{\theta \in \Theta} \left[ \sum_{H \in \mathcal{H}} \sum_{F_i, F_j \in \mathcal{F}_m^g} q_i q_j p(F_i, F_j; \theta) d_n(H, G) \right]
\]
\[
= \sum_{H \in \mathcal{H}} \sum_{F_i, F_j \in \mathcal{F}_m^g} q_i q_j \mathbb{E}[p(F_i, F_j; \theta)] d_n(H, G)
\]
\[
= \sum_{H \in \mathcal{H}} \sum_{F_i, F_j \in \mathcal{F}_m^g} q_i q_j p(F_i, F_j; H) d_n(H, G)
\]

Note that since \(F_a, F_b\) and \(H\) are finite quantities that do not depend on \(n\) we can easily calculate \(p(F_a, F_b; H)\) and apply it to any \(n\), and most ideally as \(n \to \infty\). This allows us to define
\[
c_H = \sum_{F_i, F_j \in \mathcal{F}_m^g} q_i q_j p(F_i, F_j; H).
\]
Combining this with the basic idea that the estimated value of nonnegative values is nonnegative gives
\[
0 \leq \mathbb{E}\left[ \sum_{F_i, F_j \in \mathcal{F}_m^g} q_i q_j p(F_i, F_j; G) \right] + o(1)
\]
\[
= \sum_{H \in \mathcal{H}} \sum_{F_i, F_j \in \mathcal{F}_m^g} q_i q_j p(F_i, F_j; H) d_n(H, G) + o(1)
\]
\[
= \sum_{H \in \mathcal{H}} c_H d_n(H, G)
\]
which satisfies our Equation 2.4 and gives us
\[
d_n(M, G) \leq \max\{d_k(M, H) + c_H : H \in \mathcal{H}\}.
\]

All that is left to do is optimize our values \(q_i q_j\) to lower the max as much as possible. Our choice of notation hints at the process that we will use, namely using a semi-definite matrix to optimize these values.

Recall that if we take two symmetric matrices \(A, B \in \mathbb{R}^{n \times n}\) we make define an inner product of \(A\) and \(B\), which corresponds to the Frobenius norm, as
\[
\langle A, B \rangle := \text{tr}(A^T B) = \sum_{0 \leq i, j \leq n} a_{ij} b_{ij}.
\]
Showing that this is an inner product is an undergraduate linear algebra exercise and is omitted.

If we define matrices \( Q = [q_{ij}] \) and \( P(H) = [p(F_i, F_j; H)] \), which are obviously symmetric, then we may rewrite \( c_H \) as

\[
c_H = \sum_{F_i, F_j \in F_\sigma} q_{ij} p(F_i, F_j; H)
\]

\[
= \langle Q, P \rangle.
\]

In this form these equations become the constraints to the minimization problem

\[
d_n(M, G) \leq \inf_{Q \in \mathcal{Q}} \left\{ \sup_{(d_n(H,G), H \in \mathcal{H})} \left\{ \sum_{H \in \mathcal{H}} (d_k(M, H) + c_H) d_n(H, G) + o(1) \right\} \right\}
\]

where \( \mathcal{Q} \) is the collection of all semidefinite matrices and \( c_H \) depends on \( Q \). This is now in the form of a linear semidefinite program, see 1.3. Now a computer using an semidefinite program (SDP) solver can optimize this solution, with some error bar of course. Now we must also consider computationally viable our system is. If \(|\sigma|, m \) or \( k \) is too large this computation will not complete in a reasonable amount of time. But keeping these values small is not the only way to speed along the computation.

If we are further willing to relax the conditions a bit we can make the computation easier to handle by only considering optimizing over the vector space \( V = \{ v = (d_k(M, H))_{H \in \mathcal{H}} \} \). Then we can use the vectors \( \{ v_H \in V : v_H(H') = 1_{H=H'} \} \) where \( 1_{H=H'} \) is the Kronecker delta function. This reduces the minimization problem to

\[
\inf \{ \max \{ d_k(M, H) + c_H, H \in \mathcal{H} \} + o(1) : Q \in \mathcal{Q} \}.
\]

Now if we assume \( \pi(H) \) exists we may transition to the extremal case. In this setting the \( o(1) \) term is irrelevant and our problem further reduces to

\[
\pi(M) \leq \max \{ d_k(M, H) + c_H : H \in \mathcal{H} \}.
\]

This is our eventual goal for our problem and we give an example to emphasize that this is indeed feasible. In fact in the example below you can find the positive semidefinite matrices by hand.
2.2 Mantel’s Theorem

Theorem 31 is stated here in our context. An alternate statement and proof can be found in Modern Graph Theory [Bol98].

Theorem 31 (Mantel) Let $C_3$ denote the cycle of length 3. Let

$$\pi(K_2) := \lim_{n \to \infty} \left\{ \max \left\{ \frac{|E(G)|}{\binom{n}{2}} : |V(G)| = n, G \text{ contain no } C_3 \right\} \right\},$$

i.e. $\pi(K_2)$ is the limit as $n$ goes to infinity of the maximum of the density of edges in any graph that forbids $C_3$. Then

$$\pi(K_2) = 1/2.$$

Observe that the complete bipartite graph $K_{\lfloor n/2 \rfloor, \lceil n/2 \rceil}$ contains $\lfloor n/2 \rfloor \lceil n/2 \rceil$ edges which immediately gives a asymptotic lower bound of $1/2$ to $\pi(K_2)$, i.e $\pi(K_2) \geq 1/2$.

This proof was first given by Falgas-Ravry and Vaughan [FRV12] as a demonstration of the use of flag algebras. We will adapt their proof to use our notation. This is an extremely simple example and avoids many of the issues of multiple $\sigma$ and keeps the number of $\sigma$-flags and sample graphs $H$ very low.

Proof of Theorem 31 Let $G = K_n$. Color the edges of $G$ with two colors, red and blue. We may associate any graph $G'$ on $n$ vertices with a coloring of $G$ by coloring the edge, $E$, red if $E \in E(G')$ and blue otherwise.

We let $\Theta = \{\sigma\}$ where $\sigma = K_1$, the single vertex. Let $m = 2$ and $F_2^\sigma = \{F_0, F_1\}$ where $F_0$ is a red edge and $F_1$ is a blue edge, i.e. our flags are the graphs on two vertices with the edges colored red and blue respectively. Let $k = 3$ and let $\mathcal{H} = \{H_0, H_1, H_2\}$ where $H_i$ is the graph on 3 vertices with exactly $i$ red edges. Since $G$ contains no $K_3$, $\mathcal{H}$ contains all of the colorings on 3-vertex subgraphs of $G$. Let $Q$ be a positive semidefinite matrix such that the $q_{ij}$ entry corresponds to the probability $p(F_i, F_j; \theta; G)$. I.e. for $l = 0, 1, 2$ we have

$$c_{H_k} = q_{00}p(F_0, F_0; H_l) + q_{01}p(F_0, F_1; H_l) + q_{10}p(F_1, F_0; H_l) + q_{11}p(F_1, F_1; H_l).$$

Now we calculate the values of $p(F_i, F_j; H_l)$ for each $i, j, l$. Since we are dealing with the average value over $\Theta$ we must consider all possibilities of $\theta$. In this case it’s fairly trivial,
we just look at the values for each vertex in $H$. Now since there are only blue edges in $H_0$, $p(F_i, F_j; H_0) = 1$ if $i = j = 0$ and 0 otherwise. A less trivial example is $H_1$. Since in our calculations the choice of flags is ordered, for each choice of $\theta$ there are two ways flags can occur. Hence if $\theta$ will label the vertex not incident with any red edge we have the ordered pair of flags $(F_0, F_0)$ will get counted twice. If $\theta$ will label a vertex incident to the red edge we have the ordered pairs of flags $(F_0, F_1)$ and $(F_1, F_0)$ each counted once. Since there are two possible ways to label a vertex incident to exactly one red edge the ordered pairs of flags $(F_0, F_1)$ and $(F_1, F_0)$ will each get counted twice in total. Similarly if we take $H_2$ we will get two ordered pairs of $(F_1, F_1)$ if we label the vertex incident to both red edges and one ordered pair of both $(F_0, F_1)$ and $(F_1, F_0)$ for each of the vertices incident to only one red edge. There are no vertices incident to only blue edges so there are no copies of $(F_0, F_0)$. Since there are 6 total possible choices for choosing $\theta$ and each ordered pair of flags, we divide by six to get the probability of getting any pair uniformly at random. You will find the probabilities associated each ordered pair of flags in Table 2.1.

<table>
<thead>
<tr>
<th></th>
<th>$p(F_0, F_0; H_l)$</th>
<th>$p(F_1, F_0; H_l)$</th>
<th>$p(F_0, F_1; H_l)$</th>
<th>$p(F_1, F_1; H_l)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_0$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$H_1$</td>
<td>$1/3$</td>
<td>$1/3$</td>
<td>$1/3$</td>
<td>0</td>
</tr>
<tr>
<td>$H_2$</td>
<td>0</td>
<td>$1/3$</td>
<td>$1/3$</td>
<td>$1/3$</td>
</tr>
</tbody>
</table>

Table 2.1: Probabilities $p(F_i, F_j; H_l)$

Then the equations $c_{H_l}$ are

$$c_{H_0} = q_{00}$$

$$c_{H_1} = \frac{1}{3}q_{00} + \frac{1}{3}q_{01} + \frac{1}{3}q_{10}$$

$$c_{H_2} = \frac{1}{3}q_{01} + \frac{1}{3}q_{10} + \frac{1}{3}q_{11}$$

Since density of red edges is our primary concern, let $M$ be the two vertex graph with a red edge. Then it follows that $d_3(M, H_0) = 0$, $d_3(M, H_1) = 1/3$ and $d_3(M, H_2) = 2/3$. Let $q_{00} = 1/2$. Then $d_3(M, H_0) + c_{H_0} = 1/2$. Note that this choice was motivated by the desire to
make $d_3(M, H_i) + c_{H_i} \leq 1/2$ for all $i = 0, 1, 2$. Since $q_{10} = q_{01}$ in a positive semidefinite matrix gives the matrix

$$Q = \begin{pmatrix} 1/2 & -1/2 \\ -1/2 & 1/2 \end{pmatrix}$$

which gives that

$$d_n(M, G) \leq d_n(H_0, G)(d_3(M, H_0) + c_{H_0}) + d_n(H_1, G)(d_3(M, H_1) + c_{H_1})$$

$$+ d_n(H_2, G)(d_3(M, H_2) + c_{H_2}) + o(1)$$

$$= \frac{d_n(H_0, G)}{2} + \frac{d_n(H_1, G)}{6} + \frac{d_n(H_2, G)}{2} + o(1)$$

$$\leq \frac{d_n(H_0, G)}{2} + \frac{d_n(H_1, G)}{6} + \frac{d_n(H_2, G)}{2} + o(1)$$

$$= \frac{1}{2} + o(1).$$

By the generality of $G$, and the squeeze theorem, we have that $\pi(K_2) = 1/2$. This concludes the proof of Mantel's Theorem. \qed
CHAPTER 3. Main Results

In this section we discuss our approach to improve the bound on the diamond. The statement of Theorem 18 is stated again for convenience.

Theorem 18 (K-Martin-Young) Let $\mathcal{F}$ be a diamond-free poset in the $n$-dimensional boolean lattice, $B_n$. Then,

$$|\mathcal{F}| \leq (2.25 + o(1)) \left( \frac{n}{\lfloor n/2 \rfloor} \right).$$

The proof of this theorem follows from three lemmas: Lemma 32, Lemma 35 and Lemma 40 which are each given their own section in this chapter. Lemma 32 places an upper bound on $|\mathcal{F}|$ using $\Lambda^*(B_2)$, but there are examples that show that $\Lambda^*(B_2) \geq 2.25$. We will discuss these in Section 3.1. Lemma 35 then converts our poset problem by upper bounding $\Lambda^*(B_2)$ with a function $f$ depending a graph generated by $\mathcal{F}$. This will be discussed in Section 3.2. Lemma 40 then upper bounds the function $f$ by $2.25 + o(1)$. This will be discussed in Section 3.3.

3.1 Placing an upper bound on $|\mathcal{F}|$ using $\Lambda^*(B_2)$

The following lemma was originally found in Griggs and Lu [GL09].

Lemma 32 (Griggs-Lu) Let $B_2$ denote the diamond. If $\mathcal{F}$ is $B_2$-free in $B_n$ then $|\mathcal{F}| \leq (\Lambda^*(B_2) + o(1)) \left( \frac{n}{\lfloor n/2 \rfloor} \right)$. That is, $\text{La}(n, B_2) \leq (\Lambda^*(B_2) + o(1)) \left( \frac{n}{\lfloor n/2 \rfloor} \right)$.

Proof. First observe that we may trivially bound the size of $\mathcal{F}$ by

$$|\mathcal{F}| \leq \left( \frac{n}{\lfloor n/2 \rfloor} \right) \sum_{F \in \mathcal{F}} \left( \frac{n}{|F|} \right)^{-1}. \quad (3.1)$$

Observe that if our family $\mathcal{F}$ contains only elements of size $\lfloor n/2 \rfloor$ we have equality. To prove our result we will further analyze this sum. We start by introducing some notation. Let $1_A$ be
the indicator variable for any event $A$. Let $C$ be the set of full chains in $B_n$. For a diamond-free family $\mathcal{F}$, let $\mathcal{F}_{\text{min}} := \{ F \in \mathcal{F} : \# F' \in \mathcal{F}, F' \subset F \}$ be the set of minimal elements of $\mathcal{F}$. For any $\mathcal{F}' \in \mathcal{F}_{\text{min}}$ let $\mathcal{C}_{\mathcal{F}'}$ denote the full chains that contain $\mathcal{F}'$ and let $\mathcal{C}_o$ denote the full chains that do not contain a member of $\mathcal{F}_{\text{min}}$.

Since the number of chains containing an element $F \in \mathcal{F}$ is $|F|!(n - |F|)!$ we have that

$$\sum_{F \in \mathcal{F}} \left( \frac{n}{|F|} \right)^{-1} = \frac{1}{n!} \sum_{F \in \mathcal{F}} \sum_{C \in \mathcal{C}} 1_{F \in C}$$

$$= \frac{1}{n!} \sum_{C \in \mathcal{C}_o} \sum_{F \in \mathcal{F}} 1_{F \in C} + \frac{1}{n!} \sum_{F' \in \mathcal{F}_{\text{min}}} \sum_{C \in \mathcal{C}_{\mathcal{F}'}} \sum_{F \in \mathcal{F}} 1_{F \in C}$$

We will now partition $\mathcal{F}$ into three antichains. Let $\mathcal{F}_{\text{max}} = \{ F \in (\mathcal{F} - \mathcal{F}_{\text{min}}) : \# F' \in \mathcal{F}, F' \subset F \}$ and $\mathcal{F}_{\text{mid}} = \mathcal{F} - (\mathcal{F}_{\text{max}} \cup \mathcal{F}_{\text{min}})$. First observe that for any $F, F' \in \mathcal{F}_{\text{min}}, F \neq F'$ we have that $F \nsubseteq F'$ and $F' \nsubseteq F$ by definition. Hence $\mathcal{F}_{\text{min}}$ is an antichain. Similarly $\mathcal{F}_{\text{max}}$ is antichain. If $\mathcal{F}_{\text{mid}}$ is not an antichain then there exists $A, B \in \mathcal{F}_{\text{mid}}$ such that $A \subset B$. By construction $B \nsubseteq \mathcal{F}_{\text{max}}$ and hence there exists $F \in \mathcal{F}_{\text{max}}$ such that $B \subset F$. Also since $A \nsubseteq \mathcal{F}_{\text{min}}$ there exists an element $F' \in \mathcal{F}_{\text{min}}$ such that $F' \subset A$. But then $F' \subset A \subset B \subset F$ which forms a 4-chain, which is forbidden by the fact that a diamond is forbidden.

This then implies that any chain $C \in \mathcal{C}_o$ contains at most two elements of $\mathcal{F}$. Therefore $\sum_{F \in \mathcal{F}} 1_{F \in \mathcal{C}_o} \leq 2$. Hence

$$\sum_{F \in \mathcal{F}} \left( \frac{n}{|F|} \right)^{-1} \leq \frac{2}{n!} |C_o| + \frac{1}{n!} \sum_{F' \in \mathcal{F}_{\text{min}}} \sum_{C \in \mathcal{C}_{\mathcal{F}'}} \sum_{F \in \mathcal{F}} 1_{F \in C}.$$
This is because $F'$ may be regarded as the empty set in the interval $[F', [n]]$. Since $F_{\text{min}}$ is an antichain, it obeys the YBLM inequality (11). Setting $M_n = \max_k \{ \Lambda^* (n - k, B_2) : |k - n/2| < n^{2/3} \}$ and observing that $M_n \geq 2$ for $k \geq 2$ gives

$$\sum_{F \in F} \left( \frac{n}{|F|} \right)^{-1} \leq \frac{2}{n!} |C_o| + \sum_{F' \in F_{\text{min}}} \left( \frac{n}{|F'|} \right)^{-1} M_n$$

$$\leq \frac{2}{n!} |C_o| + \left( 1 - \frac{|C_o|}{n!} \right) M_n$$

$$\leq M_n.$$ 

Now we draw upon some conclusions first proven by Axenovich, Manske and Martin [AMM11] which states $\sum_{|k-n/2| \geq n^{2/3}} \binom{n}{k} \leq 2^{-\Omega(n^{1/3})} \binom{n}{\lfloor n/2 \rfloor}$. We include a proof below for completeness.

**Claim 33**

$$\sum_{|k-n/2| \geq n^{2/3}} \binom{n}{k} \leq 2^{-\Omega(n^{1/3})} \binom{n}{\lfloor n/2 \rfloor}$$

**Proof of Claim 33** Observe that $2^{-n} \sum_{F \in \mathcal{B}_n} 1_{|F|=k, |k-n/2| \geq n^{2/3}}$ is the probability of getting a choosing a set from $\mathcal{B}_n$ at random under the uniform distribution. Next we observe that

$$2^{-n} \sum_{F \in \mathcal{B}_n} 1_{|F|=k, |k-n/2| \geq n^{2/3}} = 2^{-n} \sum_{F \in \mathcal{B}_n} \sum_{|k-n/2| \geq n^{2/3}} 1_{|F|=k}$$

$$= 2^{-n} \sum_{|k-n/2| \geq n^{2/3}} \binom{n}{k}$$

is the probability that a $B(n, 1/2)$ binomial random variable, $X$, takes on values outside the interval $(n/2 - n^{2/3}, n/2 + n^{2/3})$. Then a standard Chernoff bound, $\Pr(|X - n/2| \geq \delta(n/2)) \leq 2 \exp\{- (n/2) \delta^2 / 2 \}$. Hence, by setting $\delta = 2n^{-1/3}$, we have

$$\sum_{|k-n/2| \geq n^{2/3}} \binom{n}{k} \leq 2^{n+1} e^{-n^{1/3}}.$$

Since $\binom{n}{\lfloor n/2 \rfloor} = \Omega(n^{-1/2}) 2^n$, we may conclude the result. \[\square\]

Returning to the proof of Lemma 32, we see that Claim 33 implies that we may assume that $|F'| \in (n/2 - n^{2/3}, n/2 + n^{2/3})$. Then for $k \in (n/2 - n^{2/3}, n/2 + n^{2/3})$ we have that $n - k$
approaches infinity as $n$ approaches infinity and hence
\[ \sum_{F \in \mathcal{F}} \left( \frac{n}{|F|} \right)^{-1} \leq M_n = \max_k \left\{ \Lambda^*(n-k, B_2) : |k-n/2| < n^{2/3} \right\} \]
\[ \leq \Lambda^*(B_2) + o(1). \]

Combining this with inequality (3.1) we have that $|\mathcal{F}| \leq \left( \Lambda^*(B_2) + o(1) \right) \left( \frac{n}{\lfloor n/2 \rfloor} \right)$. This concludes the proof of Lemma 32. □

### 3.2 Converting from a Poset Upper Bound to a Graph Parameter Upper Bound

**Definition 34** For a graph $G$, let $\alpha_i = \alpha_i(G)$ denote the number of three-vertex subgraphs that induce exactly $i$ edges for $i = 0, 1, 2, 3$ and let $\beta_j = \beta_j(G)$ denote the number of four-vertex subgraphs that induce exactly $j$ edges for $j = 0, \ldots, 6$. If $(X,Y)$ is an ordered bipartition of $V(G)$, then let $\tau(X)$ denote the number of nonedges in the subgraph induced by $X$ and $\tau(Y)$ denote the number of nonedges in the subgraph induced by $Y$.

For every nonnegative integer $k$ and real number $n$, we use the Pochhammer symbol $(n)_k = n(n-1)\cdots(n-k+1)$ for $k \geq 1$ and $(n)_0 = 1$.

**Lemma 35** For every $B_2$-free family $\mathcal{F}$ in $B_n$ with $\emptyset \in \mathcal{F}$, there exist the following:

- a graph $G = (V,E)$ on $v \leq n$ vertices and
- a set $W = \{w_{v+1}, \ldots, w_n\}$ such that, for each $w \in W$, $(X_w, Y_w)$ is an ordered bipartition of $V$;

for which
\[ \Lambda(n, \mathcal{F}) \leq 2 + f(n, G, W), \]
where, with the notation as above,
\[ f(n, G, W) = \frac{2\alpha_1(G) - 2\alpha_2(G)}{(n)_3} + \frac{6\beta_0(G)}{(n)_4} + \sum_{w \in W} \left[ \frac{|X_w| - |Y_w|}{(n)_2} + \frac{4\tau(Y_w) - 2\tau(X_w)}{(n)_3} \right]. \] (3.2)
Proof. We begin by partitioning the set of full chains, \( C \) in \( B_n \) in the following manner. For a family of sets \( \mathcal{F} \subseteq B_n \), denote \( \Psi_i = \Psi_i(\mathcal{F}) \) to be the set of full chains that contain exactly \( i \) members of \( \mathcal{F} \) for \( i = 0, 1, \ldots, n + 1 \). Note that \( |\Psi_0| = 0 \) since \( \emptyset \in \mathcal{F} \) by hypothesis and \( |\Psi_i(\mathcal{F})| = 0 \) for \( i \geq 4 \) since \( \mathcal{F} \) cannot contain a chain of length 4. Hence \( \Psi_1 \cup \Psi_2 \cup \Psi_3 = C \).

Since every chain can only contain 1, 2 or 3 elements in any \( B_2 \)-free poset \( F \) we have that \( n! = |\Psi_1| + |\Psi_2| + |\Psi_3| \). Then for each \( i \in \{1, 2, 3\} \) the total number of times all the chains from \( \Psi_i \) contains an element of \( \mathcal{F} \) is \( i|\Psi_i| \). Recall that \( \Lambda(n, \mathcal{F}) \) is the average number of times a full chain in \( B_n \) contains an element of \( \mathcal{F} \). Hence we have that \( \Lambda(n, \mathcal{F}) = 3\frac{|\Psi_3| + 2|\Psi_2| + |\Psi_1|}{n!} \).

Therefore \( \Lambda(n, \mathcal{F}) = 2 + \frac{|\Psi_3| - |\Psi_1|}{n!} \).

Let \( W = \{w \in [n] : \{w\} \in \mathcal{F}\} \) and \( V = [n] - W \). Then \( W \) is the set of all singletons in \( \mathcal{F} \), and \( V \) is the set of all singletons not in \( \mathcal{F} \). Let \( v = |V| \). Without loss of generality, let \( W = \{w_{v+1}, w_{v+2}, \ldots, w_n\} \). Define the graph \( G = (V, E(G)) \) where

\[
E(G) = \{\{v, v'\} : v, v' \in V \text{ and } \{v, v'\} \in \mathcal{F}\}.
\]

For every \( w \in W \), we create an ordered bipartition of \( V \) called \( (X_w, Y_w) \) where

\[
X_w = \{x \in V : \{x, w\} \in \mathcal{F}\} \quad \text{and} \quad Y_w = V - X_w.
\]

Note that for all \( w, w' \in W, w \neq w', w' \notin X_w \) else \( \emptyset, \{w\}, \{w'\}, \{w, w'\} \) would form a diamond in \( \mathcal{F} \).

We proceed by placing bounds on \( |\Psi_1| \) and \( |\Psi_3| \). First, we find a lower bound on \( |\Psi_1| \). To do so, we must have a list that counts chains contained in \( \Psi_1 \) such that no chain is counted twice or that any such double count is corrected. The following is a list of chains contained in \( \Psi_1 \) along with the number of such chains.

(a) Let \( z_1, z_2, z' \in V \) be a set of 3 vertices that induces exactly two edges with \( z_1z_2 \notin E(G) \). Then \( \Psi_1 \) includes the chains of the form \( \emptyset, \{z_1\}, \{z_1, z_2\}, \{z_1, z_2, z'\}, \ldots, [n] \) and chains of the form \( \emptyset, \{z_2\}, \{z_2, z_1\}, \{z_2, z_1, z'\}, \ldots, [n] \). Let the set of these chains be denoted by (a). Then each \( z \in V \) is counted \((n-3)!\) times there is a labeled 3 vertex subgraph of \( G \) containing \( v \) that induces exactly two edges. Hence there are \( 2\alpha_2 \cdot (n-3)! \) such chains.
(b) Let \( w \in W, y \in Y_w \) and \( z' \in V - \{ y \} \) such that \( yz' \in E(G) \). Then \( \Psi_1 \) includes the chains of the form \( \emptyset, \{ y \}, \{ y, w \}, \{ y, w, z' \}, \ldots, [n] \). Let the set of these chains be denoted by (b). Then each \( w \in W \) is counted \((n - 3)!\) times for every edge incident with \( y \in Y_w \). Hence there are \( \sum_{w \in W} \sum_{y \in Y_w} [\deg(y) \cdot (n - 3)!] \) such chains, where \( \deg(y) \) is the degree of the vertex \( y \) in the graph induced by \( V \).

(c) Let \( w \in W, x \in X_w \) and \( z' \in V - \{ x \} \) such that \( xz' \notin E(G) \). Then \( \Psi_1 \) includes the chains of the form \( \emptyset, \{ x \}, \{ x, z' \}, \{ x, z', w \}, \ldots, [n] \). Let the set of these chains be denoted by (c). Then each \( w \in W \) is counted \((n - 3)!\) times each time there exists a \( z \in V - \{ x \} \) such that \( xz' \notin E(G) \). Hence there are \( \sum_{w \in W} \sum_{x \in X_w} [\overline{\deg}(x) \cdot (n - 3)!] \) such chains, where \( \overline{\deg}(x) \) is the degree of \( x \) in the complement of the graph induced by \( V \). This can also be considered the nondegree of \( x \) or equivalently \( \overline{\deg}(x) = v - 1 - \deg(x) \).

(d) Let \( w \in W, w' \in W - \{ w \} \) and \( y \in Y_w \). Then \( \Psi_1 \) includes chains of the form \( \emptyset, \{ y \}, \{ y, w \}, \{ y, w, w' \}, \ldots, [n] \). Let the set of these chains be denoted by (d). Since each \( w \in W \) is counted \((n - 3)!\) times for each \( y \in Y_W \), there are \( \sum_{w \in W} [\vert Y_w \vert (\vert W \vert - 1) \cdot (n - 3)!] \) such chains.

We now prove that a chain is not double counted in these sets of chains. The proof is somewhat clear and rudimentary but is included for completeness.

**Claim 36** A full chain in \( B_n \) can cannot be contained in two distinct sets (a), (b), (c) or (d).

**Proof of Claim 36** We proceed by showing that the intersection of these sets is empty.

Suppose that a full chain \( C \) in \( B_n \) is of the form found in (a). Then the singleton and the doubleton elements in the chain consist of elements from \( V \). Since \( V \cap W = \emptyset \), \( C \) cannot have the form found in (b), (c) or (d).

Suppose that a full chain \( C \) in \( B_n \) is of the form found in (b). Since the singleton \( \{ w \} \) found in \( C \) is a subset of \( W \), \( C \) cannot be of the form found in the sets (a) or (d). Let the doubleton in \( C \) be \( \{ w, y \} \) where \( w \in W \) and \( y \in Y_w \). Since \( X_w \cap Y_w = \emptyset \), \( C \) is not of the form found in the set (c).
Suppose that a full chain \( C \) in \( B_n \) is of the form found in (c). Since the singleton \( \{w\} \) found in \( C \) is a subset of \( W \), \( C \) cannot be of the form found in the sets (a) or (d). Let the doubleton in \( C \) be \( \{w, x\} \) where \( w \in W \) and \( x \in X_w \). Since \( X_w \cap Y_w = \emptyset \), \( C \) is not of the form found in the set (b).

Suppose that a full chain \( C \) in \( B_n \) is of the form found in (d). Let the doubleton in \( C \) be \( \{y, w\} \) where \( w \in W \) and \( y \in Y_w \). Since the singleton in \( C \) is \( \{y\} \), \( C \) cannot be of the form found in the sets (a) or (c). Since the element of order 3 in \( C \) contains two elements of \( W \), \( C \) cannot be of the form (b).

Therefore the each of the pairwise intersections of (a), (b), (c) and (d) is empty. This completes the proof of Claim 36. □

Returning to the proof of Lemma 35, we observe that it is not necessarily true that all of the chains found in \( \Psi_1 \) are contained in one of the sets (a), (b), (c) or (d), but since each chain is only counted once over the union of these sets we have that the size of \( \Psi_1 \) is lower bounded by the sum of the order of (a), (b), (c) and (d). Dividing this sum by \((n - 3)!\) gives us

\[
\frac{|\Psi_1|}{(n - 3)!} \geq 2\alpha_2 + \sum_{w \in W} \sum_{y \in Y_w} \deg(y) + \sum_{w \in W} \sum_{x \in X_w} \deg(x) + \sum_{w \in W} |Y_w|(|W| - 1).
\]

Next we take a closer look at \( \sum_{y \in Y_w} \deg(y) + \sum_{x \in X_w} \overline{\deg}(x) \). Fix \( w \in W \). Observe that if there exists an edge between two vertices in \( Y_w \) then the first sum will count that edge twice. Also if no edge exists between two vertices in \( Y_w \) then neither sum will increase in count. If there exist two vertices in \( X_w \) without an edge between them then the second sum will count that non-edge twice. Also if there exists an edge between two vertices in \( X_w \) then neither sum will count that edge. All that remains to analyze is if an edge exists or not between a vertex in \( X_w \) and a vertex in \( Y_w \). Consider an edge between vertices in \( X_w \) and \( Y_w \). The first sum will count the incidence with the vertex in \( Y_w \) but the second sum will not. Suppose there isn’t an edge between vertices in \( X_w \) and \( Y_w \). Then the second sum will count this non-incidence for the vertex in \( X_w \) but the first sum will not. Hence if we have a vertex in \( Y_w \) and a vertex in \( X_w \) no matter if an edge exists or not the pair of sums will count this occurrence once. Let \( e(Y_w) = |E(Y_w)| \) and \( \overline{e}(X_w) = |E(X_w)| \). Therefore

\[
\sum_{y \in Y_w} \deg(y) + \sum_{x \in X_w} \overline{\deg}(x) = |X_w||Y_w| + 2e(Y_w) + 2\overline{e}(X_w)
\]
and

$$\frac{|\Psi_1|}{(n-3)!} \geq 2\alpha_2 + \sum_{w \in W} [|X_w||Y_w| + 2e(Y_w) + 2e(X_w) + (|W| - 1)|Y_2|]. \quad (3.3)$$

Next consider $|\Psi_3|$. Since we must establish an upper bound for $|\Psi_3|$ it is necessary to count every chain containing 3 elements of $\mathcal{F}$. It is important to separate the chains in $\Psi_3$ into chains that have a singleton $\{w\}$ in $\mathcal{F}$ (that is, chains of the form $\emptyset, \{w\}, \ldots, [n]$ for some $w \in W$) and those that do not contain a singleton found in $\mathcal{F}$. Let $\mathcal{T}$ be the minimal elements of $\mathcal{F} - \{\emptyset\}$ and $\mathcal{U}$ be $\mathcal{F} - \{\emptyset\} - \mathcal{T}$. The following is a list of all the chains in $\Psi_3$ (to be proven in Claim 37):

(i) Let $w \in W$ and $x \in X_w$. Then $\Psi_3$ contains chains of the form $\emptyset, \{w\}, \{x, w\}, \ldots, [n]$. Each $w \in W$ is counted $(n-3)!$ times for each $x \in X_w$. Hence there are $\sum_{w \in W} |X_w| \cdot (n-3)!$ such chains of this type. Let the set of these chains be called (i).

(ii) Let $w \in W$, $U \in \mathcal{U}$ and $|U| \geq 3$ such that $w \in U$. Then $\Psi_3$ contains chains of the form $\emptyset, \{w\}, \ldots, U, \ldots, [n]$. There are at most $\sum_{w \in W} (|Y_w|^2 - |Y_w| - 2e(Y_w)) \cdot (n-3)!$ of these types of chains. This will be proven in Claim 38. Let the set of these chains be called (ii).

(iii) Let $v_1, v_2, v' \in V$ be a set of 3 vertices that induces exactly one edge with $v_1v_2 \in E(G)$. Then $\Psi_3$ contains chains of the form $\emptyset, \{v_1\}, \{v_1, v_2\}, \{v_1, v_2, v'\}, \ldots, [n]$ and chains of the form $\emptyset, \{v_2\}, \{v_2, v_1\}, \{v_2, v_1, v'\}, \ldots, [n]$. Each $v \in V$ gets counted $2(n-3)!$ times and there is a labeled 3 vertex subgraph of $G$ that induces one edge incident to $v$. Hence the number of chains of this type is $2\alpha_1 \cdot (n-3)!$. Let the set of these chains be called (iii).

(iv) Let $U \subset V$ be a member of $\mathcal{U}$ with $|U| \geq 4$ where $U$ does not contain an edge in $G$ between any two elements $u, v \in U$. Then $\Psi_3$ contains chains of the form $\emptyset, \ldots, U, \ldots, [n]$. Note that only one additional member of $\mathcal{F}$ can be in the interval $[\emptyset, u]$. Hence at most a $1/|U|$ fraction of these chains contain three members of $|\mathcal{F}|$. There are at most $\frac{6}{n-3}B_0 \cdot (n-3)!$ such chains. This bound will be proven in Claim 39. Let the set of these chains be called (iv).
In order to insure that we have an upper bound for $|\Psi_3|$ we must verify that we contain all chains in $|\Psi_3|$.

**Claim 37** The chains found in (i), (ii), (iii) and (iv) is an exhaustive list of the chains found in $\Psi_3$.

**Proof of Claim 37** Let $C$ be a full chain in $\mathcal{B}_n$ containing three elements of $\mathcal{F}$. Note that every chain must contain $\emptyset$ and recall that $\mathcal{T}$ is the minimal elements of $\mathcal{F} - \{\emptyset\}$. Since $C$ contains 3 elements of $\mathcal{F}$, there must be a $T \in C$ such that $T \in \mathcal{T}$. Let $U$ be the third element in $C$ and observe that $|U| > |T|$. Suppose $|T| = 2$. Then $T = \{w\}$ for some $w \in W$. (Recall that $W$ contains all the singletons of $\mathcal{F}$.) Let $|U| = 2$. Then $C$ is of the form found in (i). Suppose $|U| \geq 3$. Then $C$ is of the form found in (ii). Suppose now that $|T| = 2$. Then $T$ induces an edge in $G$ and we have a chain in the set (iii). If $|T| \geq 3$ then the chain is of the form found in (iv). Therefore, we have counted all possible chains that contain 3 elements of $\mathcal{F}$. This completes the proof of Claim 37. $\square$

**Claim 38** For a fixed $w \in W$ the number of chains of type (ii) is bounded above by

$$\left(|Y_w|^2 - |Y_w| - 2e(Y_w)\right) \cdot (n - 3)!.$$ 

Hence, the total number of such chains is at most

$$\sum_{w \in W} \left(|Y_w|^2 - |Y_w| - 2e(Y_w)\right) \cdot (n - 3)!.$$

**Proof of Claim 38**. Fix $w \in W$. Then for any $U \in \mathcal{U}$ such that $w \in U$ there are $|w|!(|U| - |w|)!(n - |U|)! = (|U| - 1)!(n - |U|)!$ chains that pass through $w$ and $U$. Hence we may bound the number of chains of type (ii) as follows:

$$\sum_{U \in \mathcal{U}: U \ni w, |U| \geq 3} (|U| - 1)!(n - |U|)!$$

$$= (n - 3)! \sum_{U \in \mathcal{U}: U \ni w, |U| \geq 3} \left(\frac{|Y_w|}{|U| - 1}\right)^{-1} \frac{(|Y_w|)!}{(n - 3)!}$$

$$= (n - 3)! |Y_w| (|Y_w| - 1) \sum_{U \in \mathcal{U}: \mathcal{U} \ni w, |U| \geq 3} \left(\frac{|Y_w|}{|U| - 1}\right)^{-1} \frac{(|Y_w| - 2)!}{(n - 3)!}$$
Since $|Y_2| \leq n - 1$, we have that $\frac{|Y_w| - 2}{(n-3)|U|-3} \leq 1$. Furthermore, consider subsets of $Y_w$. Suppose there exists an $x \in (U-\{w\}) \cup X_w$. By definition $x, w \in F$. But then $\emptyset \subset \{w\}, \{x, w\} \subset U$ forms a diamond in $F$. Hence $(U-\{w\}) \subseteq Y_w$. Now observe that no edge $y_1y_2$ can be a subset of the set $U-\{w\}$ for any $U$, else $\emptyset \subset \{w\}, \{y_1, y_2\} \subset U$ would form a diamond. Also, if two sets $U_1, U_2 \in U$, such that $U_1 \subset U_2$ then $\emptyset \subset \{w\}, U_1 \subset U_2$ would form a diamond. Therefore $\{U-\{w\} : U \in U, U \ni w, |U| \geq 3\} \cup E(G|_{Y_w})$ forms an antichain in $B_{|Y_w|}$ and hence the YBLM inequality gives $e(Y_w)(|Y_w| - 2)\sum_{U \in U : U \ni w, |U| \geq 3} \left(\frac{|Y_w|}{|U| - 1}\right)^{-1} \leq 1$. Therefore

$$\sum_{U \in U : U \ni w, |U| \geq 3} (|U| - 1)(n - |U|)! \leq \frac{6}{n-3} \beta_0 \cdot (n - 3)!.$$ 

This concludes the proof of Claim 38. \hfill \Box

**Claim 39** The number of chains of type (iv) is at most $\frac{6}{n-3} \beta_0 \cdot (n - 3)!$.

**Proof of Claim 39.**

We start with an approach that is discussed in Axenovich, Mankse and Martin [AMM11]. A set $U$ covers a set $T$ if there exists some $u \in U$ such that $T = U - \{u\}$. Fix some $T \in \mathcal{T}$ with $|T| \geq 3$, then we will count these chains by replacing the members of $U$ that are supersets of $T$ in $\mathcal{T}$ with superset of $T$ that covers $T$.

Let $\mathcal{U}(T)$ denote the members of $\mathcal{U}$ that are supersets of $T$ and $\mathcal{U}_0(T)$ denote the family of all sets $U$ such that $U$ covers $T$ but there is no other member of $\mathcal{T}$ that $U$ covers. Note that members of $\mathcal{U}_0(T)$ need not be members of $\mathcal{U}$. Note further that, by definition, each $\mathcal{U}_0(T)$ is an antichain.

Consider the family $\mathcal{U'} = \bigcup_{T \in \mathcal{T}} \mathcal{U}_0(T)$. If there exists $U \in \mathcal{U}_0(T) \cap \mathcal{U}$ then for all $T' \in \mathcal{T}$, where $T' \neq T$, $U \notin \mathcal{U}_0(T')$ else $\emptyset \subset T, T' \subset U$ will form a diamond in $F$. Also if $U_1, U_2 \in \mathcal{U'}$
such that \( U_1 \subset U_2 \) then there are distinct \( T_1, T_2 \in \mathcal{T} \) such that \( T_1 \subset U_1 \) and \( T_2 \subset U_2 \), but then \( U_2 \supset T_1 \) contradicting the definition of \( \mathcal{U}_0(T_2) \). Since \( \mathcal{T} \) is an antichain by definition, \( \{\emptyset\} \cup \mathcal{T} \cup \mathcal{U}' \) does not contain a diamond.

Furthermore, any chain that contains \( T \) and some \( U \in \mathcal{U}(T) \) has the property that there is some \( \mathcal{U}_0 \in \mathcal{U}_0(T) \) such that this chain also contains \( \mathcal{U}_0 \). Suppose not, then the chain contains some \( X \) that covers \( T \) for which \( T \subset X \subset U \). If \( X \notin \mathcal{U}_0(T) \) then there is a \( T' \in \mathcal{T}, T \neq T' \) such that \( X \supset T' \). But then \( \emptyset \subset T, T' \subset U \) is a diamond in \( \mathcal{F} \).

Recall that for each \(|U|\) at most \( 1/|U| \) fraction of the chains of type \((iv)\) contain 3 members of \( \mathcal{F} \). Hence we can bound the number of chains of type \((iv)\) as follows:

\[
|(iv)| \leq \sum_{U \in \mathcal{U}, U \subseteq V, |U| \geq 4} \frac{1}{|U|}(|U|!(n - |U|)!

= (n - 3)! \sum_{U \in \mathcal{U}, U \subseteq V, |U| \geq 4} \frac{1}{|U|} \cdot \frac{|U|!}{(n - 3)! |U| - 3}

= (n - 3)! \frac{(v)_4}{(n - 3)} \sum_{U \in \mathcal{U}, U \subseteq V, |U| \geq 4} \frac{1}{|U|} \left( \frac{v}{|U|} \right)^{-1} (v - 4)_{|U| - 4}.

\]

Since \( v \leq n, \frac{(v - 4)_{|U| - 4}}{(n - 4)_{|U| - 4}} \leq 1 \). Furthermore \( 1/|U| \leq 1/4 \) for all \( U \) over the sum. Therefore,

\[
|(iv)| \leq (n - 3)! \frac{(v)_4}{(n - 3)} \sum_{U \in \mathcal{U}, U \subseteq V, |U| \geq 4} \frac{1}{4} \left( \frac{v}{|U|} \right)^{-1}.

\]

Observe that for all \( U \in \{U \in \mathcal{U} : U \subseteq V, |U| \geq 4\} \) there does not exist \( x, y \in U \) such that \( xy \in E(G) \) otherwise \( \emptyset \subseteq \{x, y\}, T \subseteq U \) is a diamond in \( \mathcal{F} \). Hence \( \{U \in \mathcal{U} : U \subseteq V, |U| \geq 4\} \) together with subsets of \( V \) of size four that induce at least one edge will form an antichain. By the YBLM inequality that gives \( \left( \frac{(v)}{(n)_4} - \beta_0 \right) \left( \frac{(v)}{(n)_4} \right)^{-1} + \sum \left( \frac{v}{|U|} \right)^{-1} \leq 1 \). Note that the set over which we sum is suppressed for the ease of reading but we are summing over \( U \in \{U \in \mathcal{U} : U \subseteq V, |U| \geq 4\} \). Simplifying this gives \( \sum \left( \frac{v}{|U|} \right)^{-1} \leq \beta_0 \left( \frac{v}{4} \right)^{-1} \). Hence,

\[
|(iv)| \leq (n - 3)! \frac{(v)_4}{(n - 3)} \sum_{U \in \mathcal{U}, U \subseteq V, |U| \geq 4} \frac{1}{4} \left( \frac{v}{|U|} \right)^{-1}

\leq (n - 3)! \frac{(v)_4}{4(n - 3)} \beta_0 \left( \frac{v}{4} \right)^{-1}

= (n - 3)! \frac{6}{n - 3} \beta_0.

\]
This completes the proof of Claim 39.

Now we return to the proof of Lemma 35. By combining the bounds on $\Psi_1$ and $\Psi_3$ we have that

$$\frac{|\Psi_3| - |\Psi_1|}{(n-3)!} \leq 2\alpha_1 + \frac{6}{n-3} \beta_0 + \sum_{w \in W} [|X_w|(n-2) + |Y_w|(|Y_w| - 1) - 2e(Y_w)]$$

$$- 2\alpha_2 - \sum_{w \in W} [|X_w||Y_w| + 2e(Y_w) + 2\bar{e}(X_w) + (|W| - 1)|Y_w|]$$

$$= 2(\alpha_1 - \alpha_2) + \frac{6}{n-3} \beta_0$$

$$+ \sum_{w \in W} [|X_w|(n-2) + (|Y_w|) + |Y_w||(|W| - 1) - |X_w||Y_w| - 4e(Y_w) - 2\bar{e}(X_w)|]$$

$$= 2(\alpha_1 - \alpha_2) + \frac{6}{n-3} \beta_0$$

$$+ \sum_{w \in W} [|X_w|(n-2) + |Y_w||(|Y_w| - |W|) - |X_w||Y_w|]$$

$$- 2(|Y_w|)_2 + 4\bar{e}(Y_w) - 2\bar{e}(X_w)]$$

Since $V$ and $W$ partition the singletons in $B_n$ and for any $w \in W$, $X_w$ and $Y_w$ partition $V$ we have that $|W| + |Y_w| + |X_w| = n$ regardless of $w$. Then rearranging the values in the sum and observing that $|Y_w||(|Y_w| - |W| - |X_w| - 2|Y_w|) + 2) = - |Y_w|(n-2)$ we can simplify the last expression as follows:

$$\frac{|\Psi_3| - |\Psi_1|}{(n-3)!} \leq 2(\alpha_1 - \alpha_2) + \frac{6}{n-3} \beta_0$$

$$+ \sum_{w \in W} [(|X_w| - |Y_w|)(n-2) + 4\bar{e}(Y_w) - 2\bar{e}(X_w)].$$

Dividing by $(n)_3$ gives us the desired bound on $3|\Psi_3| + 2|\Psi_2| + |\Psi_1| = 2 + |\Psi_3| - |\Psi_1|$. This concludes the proof of Lemma 35.

$\square$
3.3 Placing an Upper Bound on the Graph Parameter $f(n, G, W)$

**Lemma 40** For any integer $n$, graph $G = (V, E)$ on $v \leq n$ vertices and a set $W$, of $n - v$ bipartitions of $V(G)$,

$$f(n, G, W) \leq \frac{1}{4} + O\left(\frac{1}{n}\right)$$

where $f(n, G, W)$ is as defined in Lemma 35.

**Proof.** We will proceed by calculating $f(n, G, W)$ by summation on the set of induced subgraphs on 4 vertices. We first eliminate the case when $v \leq 3$.

If $v \leq 3$ then $\alpha_1 \leq 1$, $|X_w| \leq 3$ and $\overline{e}(Y_w) \leq 3$. It then trivially follows that

$$f(n, G, W) \leq \frac{2}{(n)_3} + n\left(\frac{3}{(n)_2} + \frac{12}{(n)_3}\right),$$

which is at most $1/4$ if $n \geq 11$.

Suppose $v \geq 4$. Let $\mathcal{H}_4 = \binom{V}{4}$, the set of all 4-tuples of vertices. So as to not overburden the reader with notation if $H \in \mathcal{H}_4$ we will use $H$ to mean both the set of 4 vertices and the subgraph induced by said vertices.

Now we make some basic observations. First, $\sum_{H \in \mathcal{H}_4} \alpha_i(H) = (v-3)\alpha_i(G)$ for $i = 0, 1, 2, 3$ since every triplet will get counted once for every other vertex in $G$. Second, for any set $S \subseteq V$, we have that $\sum_{H \in \mathcal{H}_4} \overline{e}(S \cap H) = \binom{v}{2} \overline{e}(S)$ since every pair of vertices without an edge in $S$ will get counted once for every other distinct pair of vertices. Third, $\sum_{H \in \mathcal{H}_4} |S \cap H| = \binom{v}{3} |S|$ since every vertex will get counted once for every other triple in $G$. Hence we may rewrite $f(n, G, W)$ as follows:

$$f(n, G, W) = \frac{2\alpha_1 - 2\alpha_2}{(n)_3} + \frac{6\beta_0}{(n)_4} + \sum_{w \in W} \left[|X_w| - |Y_w|\right] \frac{4\overline{e}(Y_w) - 2\overline{e}(X_w)}{(n)_3}

= \frac{1}{\binom{v}{4}} \sum_{H \in \mathcal{H}_4} \left[\binom{v}{3} 3(n)_3 \cdot \frac{\alpha_1(H) - \alpha_2(H)}{4} + \binom{v}{4} 4(n)_4 \beta_0(H)

+ \sum_{w \in W} \left(\frac{v}{(n)_2} \cdot \frac{|X_w \cap H| - |Y_w \cap H|}{4}

+ \frac{(v)_2}{2(n)_3} \frac{4\overline{e}(Y_w \cap H) - 2\overline{e}(X_w \cap H)}{6}\right)\right].$$
Our goal is to minimize this sum as much as possible. In Claim 42 we will see that for most cases of \( H \in \mathcal{H}_4 \), the largest values for this sum are when \( X_w \cap H = H \). We will then rearrange the terms so that the most relevant parts are prominent. The rearrangement is as follows:

\[
\begin{align*}
    f(n, G, W) &= \frac{1}{\binom{n}{4}} \sum_{H \in \mathcal{H}_4} \left[ \frac{(v)_3}{3(n)_3} \cdot \frac{\alpha_1(H) - \alpha_2(H)}{4} + \frac{(v)_4}{4(n)_4} \beta_0(H) + \frac{(n - v)v}{(n)_2} \\
    &\quad + \frac{(n - v)(v)_2}{6(n)_3} \tilde{e}(H) + \sum_{w \in W} \epsilon(n, w, G, H) \right],
\end{align*}
\]

(3.4)

where

\[
\epsilon(n, w, G, H) = -\frac{v}{(n)_2} \cdot \frac{2|Y_w \cap H|}{4} + \frac{(v)_2}{2(n)_3} \cdot \frac{2\tilde{e}(H) + 4\tilde{e}(Y_w \cap H) - 2\tilde{e}(X_w \cap H)}{6}.
\]

Now we bring forth notation presented in Axenovich, Manske and Martin [AMM11] to describe the eleven distinct nonisomorphic graphs on exactly 4 vertices. These will be the same subgraphs that we will use in our flag algebra calculations that will be motivation for the values we add in Case 2.

**Definition 41** For \( i = 0, 1, 5, 6 \), the 4-vertex graph with exactly \( i \) edges is denoted \( H_i \).

The graph with exactly two edges that are incident is \( H_\wedge \) and the graph with exactly two edges that are nonincident is \( H_\parallel \). Their complements are \( H_\ominus \) and \( H_{\square} \), respectively.

The graph inducing a star with three edges (the claw) is \( H_{\downarrow} \), the graph inducing a triangle is \( H_\Delta \) and the path with three edges is \( H_{\sqcup} \).

We use \( \cong \) to denote that two graphs are isomorphic.

We now present a bound for the \( \epsilon \) term found in equation (3.4). Note that for all but three nonisomorphic subgraphs on 4 vertices we find that \( \epsilon \) is less than zero.
**Claim 42** For any integer \( n \), graph \( G = (V, E) \) on \( v < n \) vertices, ordered bipartition \((X_w, Y_w)\) of \( V \) and \( H \in \mathcal{H}_4\),

\[
\epsilon(n, w, G, H) \leq \begin{cases} 
\frac{3v}{(n)_2} \max\{0, \frac{v-1}{n-2} - \frac{2}{3}\}, & \text{if } H \cong H_0; \\
\frac{5v}{2(n)_2} \max\{0, \frac{v-1}{n-2} - \frac{4}{5}\}, & \text{if } H \cong H_1; \\
\frac{5v}{3(n)_2} \max\{0, \frac{v-1}{n-2} - \frac{9}{10}\}, & \text{if } H \cong H_\wedge; \\
0, & \text{otherwise.}
\end{cases}
\]

**Proof of Claim 42.**

Note that we have defined \( \epsilon(n, w, G, H) \) to be zero if \( |Y_w \cap H| = \emptyset \).

We continue by an exhaustive search based on \( |Y_w \cap H| \). We will choose the partition of the set of vertices in \( H \) that make \( 4\pi(Y_w \cap H) - 2\pi(X_w \cap H) \) as large as possible. First suppose that \( \pi(H) \leq 3 \). Then \( 4\pi(Y_w \cap H) - 2\pi(X_w \cap H) \) will be maximized when \( |Y_w \cap H| \in \{3, 4\} \) else there will be a non-edge incident with a vertex in \( X_w \). Note that this case includes the subgraphs \( H_6, H_5, H_Q, H_\Box, H_\triangle \) and \( H_\sqcup \). In all of the figures for this claim, all of the calculations are basic arithmetic and assuming \( \pi(X_w \cap H) \) is zero. Table 3.1 gives the concise values and a bound that shows that \( \epsilon(n, 2, G, H) \leq 0 \) in these cases.

| \( |Y_w \cap H| \) | maximum value of \( \epsilon(n, w, G, H) \) if \( \pi(H) \leq 3 \). |
|---|---|
| 1 | \( -\frac{v}{2(n)_2} + \frac{(v)_2}{2(n)_3} \frac{2\pi(H)}{6} \leq \frac{v}{2(n)_2} \left(-1 + \frac{v-1}{n-2} \cdot \frac{\pi(H)}{3}\right) \leq 0 \) |
| 2 | \( -\frac{v}{2(n)_2} + \frac{(v)_2}{2(n)_3} \frac{2\pi(H)+4\pi(H)}{6} \leq \frac{v}{(n)_2} \left(-1 + \frac{v-1}{n-2} \cdot \frac{\pi(H)+2}{6}\right) \leq 0 \) |
| 3 | \( -\frac{3v}{2(n)_2} + \frac{(v)_2}{2(n)_3} \frac{2\pi(H)+4\pi(H)}{6} = \frac{v}{(n)_2} \left(-\frac{3}{2} + \frac{v-1}{n-2} \cdot \frac{\pi(H)}{2}\right) \leq 0 \) |
| 4 | \( -\frac{2v}{2(n)_2} + \frac{(v)_2}{2(n)_3} \frac{2\pi(H)+4\pi(H)}{6} = \frac{v}{(n)_2} \left(-2 + \frac{v-1}{n-2} \cdot \frac{\pi(H)}{2}\right) \leq 0 \) |

Table 3.1: Maximum value of \( \epsilon(n, w, G, H) \) if \( \pi(H) \leq 3 \).

We now examine the remaining nonisomorphic four vertex subgraphs individually. Table 3.2 gives the bounds for \( H_\parallel \). Note that \( \epsilon(n, w, G, H_\parallel) \leq 0 \) for all cases.
Table 3.2: Maximum value of $\epsilon(n, w, G, H_{\parallel}).$

Table 3.3 gives the bounds for $H_{\Lambda}$. Note that $\epsilon(n, w, G, H_{\Lambda}) \leq 0$ unless $|Y_w \cup H| = 3$ and $v$ is large enough.

Table 3.3: Maximum value of $\epsilon(n, w, G, H_{\Lambda}).$

Table 3.4 gives the bounds for $H_1$. Note that $\epsilon(n, w, G, H_1) \leq 0$ or $v$ is very large in which case the maximum value occurs when $|Y_w \cup H| = 4.$

Table 3.4: Maximum value of $\epsilon(n, w, G, H_1).$

Table 3.5 gives the bounds on $H_0$. Note that $\epsilon(n, w, G, H_0) \leq 0$ or $v$ is very large in which case the maximum occurs when $|Y_w \cap H| = 4.$
Table 3.5: Maximum value of $\epsilon(n, w, G, H_0)$.

| $|Y_w \cap H|$ | maximum value of $\epsilon(n, w, G, H_0)$ |
|---|---|
| 1 | $-\frac{v}{2(n)_2} + \frac{(v)_2}{2(n)_3} \frac{2-4-2.3}{6} = \frac{v}{2(n)_2} \left( -\frac{1}{2} + \frac{1}{2} \frac{v-1}{n-2} \right) \leq 0$ |
| 2 | $-\frac{v}{(n)_2} + \frac{(v)_2}{2(n)_3} \frac{2+4+4-2}{6} = \frac{7v}{6(n)_2} \left( -\frac{6}{7} + \frac{v-1}{n-2} \right)$ |
| 3 | $-\frac{3v}{2(n)_2} + \frac{(v)_2}{2(n)_3} \frac{2+4+4.3}{6} = \frac{2v}{(n)_2} \left( -\frac{3}{4} + \frac{v-1}{n-2} \right)$ |
| 4 | $-\frac{2v}{(n)_2} + \frac{(v)_2}{2(n)_3} \frac{6.6}{6} = \frac{3v}{(n)_2} \left( -\frac{2}{3} + \frac{v-1}{n-2} \right)$ |

Combining all the information contained within the figures we attain our result. This concludes the proof of Claim 42.

Observe that if we fix $n, G$ and $W$, we have expressed $f(n, G, W)$ as $(\binom{v}{4})_{H \in \mathcal{H}_4} d(H)$ for the density function $d(H)$ found in equation (3.4). Then using the bounds for $\epsilon(n, w, G, H)$ in Claim 42 we get upper bound for $d(H)$, call these upper bounds $d^*(H)$. We place in Table 3.6 said values for all $H \in \mathcal{H}_4$.

<table>
<thead>
<tr>
<th>$H$</th>
<th>$d^*(H)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_0$</td>
<td>$\frac{1}{4} (\binom{v}{4})<em>{n} + (\binom{n}{2})</em>{H} (n-v)<em>{H} - (n-v)</em>{H} (n-2)<em>{H} + 3(n-v)</em>{H} \max \left{ 0, \frac{v-1}{n-2} - \frac{2}{3} \right}$</td>
</tr>
<tr>
<td>$H_1$</td>
<td>$\frac{1}{6} (\binom{v}{3})<em>{n} + (\binom{n}{2})</em>{H} (n-v)<em>{H} - 5(n-v)</em>{H} (n-v)<em>{H} + \frac{5(n-v)</em>{H}}{2(n)_2} \max \left{ 0, \frac{v-1}{n-2} - \frac{4}{5} \right}$</td>
</tr>
<tr>
<td>$H_\wedge$</td>
<td>$\frac{1}{12} (\binom{v}{3})<em>{n} + (\binom{n}{2})</em>{H} (n-v)<em>{H} - 2(n-v)</em>{H} (n-v)<em>{H} + \frac{5(n-v)</em>{H}}{3(n)_2} \max \left{ 0, \frac{v-1}{n-2} - \frac{9}{10} \right}$</td>
</tr>
<tr>
<td>$H_\parallel$</td>
<td>$\frac{1}{3} (\binom{v}{3})<em>{n} + (\binom{n}{2})</em>{H} (n-v)<em>{H} - 2(n-v)</em>{H} (n-v)_{H}$</td>
</tr>
<tr>
<td>$H_\perp$</td>
<td>$3 (\binom{v}{3})<em>{n} + (\binom{n}{2})</em>{H} (n-v)<em>{H} - (n-v)</em>{H} (n-v)_{H}$</td>
</tr>
<tr>
<td>$H_\sqcap$</td>
<td>$\frac{1}{3} (\binom{v}{3})<em>{n} + (\binom{n}{2})</em>{H} (n-v)<em>{H} - (n-v)</em>{H} (n-v)_{H}$</td>
</tr>
<tr>
<td>$H_\sqcup$</td>
<td>$\frac{1}{3} (\binom{v}{3})<em>{n} + (\binom{n}{2})</em>{H} (n-v)<em>{H} - (n-v)</em>{H} (n-v)_{H}$</td>
</tr>
<tr>
<td>$H_Q$</td>
<td>$\frac{1}{4} (\binom{v}{3})<em>{n} + (\binom{n}{2})</em>{H} (n-v)<em>{H} - (n-v)</em>{H} (n-v)_{H}$</td>
</tr>
<tr>
<td>$H_5$</td>
<td>$\frac{1}{2} (\binom{v}{3})<em>{n} + (\binom{n}{2})</em>{H} (n-v)<em>{H} - (n-v)</em>{H} (n-v)_{H}$</td>
</tr>
<tr>
<td>$H_6$</td>
<td>$\frac{(n-v)_{H}}{(n)_2}$</td>
</tr>
</tbody>
</table>

Table 3.6: The values of $d^*(H)$ for the eleven distinct nonisomorphic graphs on 4 vertices.
We now discuss different cases based upon \( v \) and \( n \).

Case 1. \( 4 \leq v \leq (2n - 1)/3 \).

In this case all expressions involving the max function are zero and we can simplify all the values in Table 3.6 to the values in Table 3.7.

<table>
<thead>
<tr>
<th>( H )</th>
<th>( d^*(H) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H_0 )</td>
<td>( \frac{(n-v)v}{(n)_2} + \frac{1}{4(n)_4} - \frac{(n-v)v}{(n)_3} )</td>
</tr>
<tr>
<td>( H_1 )</td>
<td>( \frac{(n-v)v}{(n)_2} + \frac{1}{6(n)_3} - \frac{5(n-v)v}{6(n)_3} )</td>
</tr>
<tr>
<td>( H_\wedge )</td>
<td>( \frac{(n-v)v}{(n)_2} + \frac{1}{12(n)_3} - \frac{2(n-v)v}{3(n)_3} )</td>
</tr>
<tr>
<td>( H_\parallel )</td>
<td>( \frac{(n-v)v}{(n)_2} - \frac{2}{3(n)_3} - \frac{(n-v)v}{2(n)_3} )</td>
</tr>
<tr>
<td>( H_\sqcup )</td>
<td>( \frac{(n-v)v}{(n)_2} - \frac{(n-v)v}{2(n)_3} )</td>
</tr>
<tr>
<td>( H_\triangle )</td>
<td>( \frac{(n-v)v}{(n)_2} + \frac{1}{4(n)_3} - \frac{(n-v)v}{2(n)_3} )</td>
</tr>
<tr>
<td>( H_\Box )</td>
<td>( \frac{(n-v)v}{(n)_2} - \frac{1}{3(n)_3} - \frac{(n-v)v}{3(n)_3} )</td>
</tr>
<tr>
<td>( H_Q )</td>
<td>( \frac{(n-v)v}{(n)_2} - \frac{1}{4(n)_3} - \frac{(n-v)v}{3(n)_3} )</td>
</tr>
<tr>
<td>( H_5 )</td>
<td>( \frac{(n-v)v}{(n)_2} - \frac{1}{2(n)_3} - \frac{(n-v)v}{6(n)_3} )</td>
</tr>
<tr>
<td>( H_6 )</td>
<td>( \frac{(n-v)v}{(n)_2} )</td>
</tr>
</tbody>
</table>

Table 3.7: The values of \( d^*(H) \) in the case of \( 4 \leq v \leq (2n - 1)/3 \).

First observe that if \( H \in \{ H_\sqcup, H_\parallel, H_Q, H_5, H_6 \} \) we have that \( d^*(H) \leq \frac{(n-v)v}{(n)_2} \) simply by dropping the negative terms. We then see that the remaining terms simplify as follows:

\[
\begin{align*}
d^*(H_0) &\leq \frac{(n-v)v}{(n)_2} + \frac{(v)_2}{4(n)_4} \left( v^2 + 4nv - 17v - 4n^2 + 12n + 6 \right), \\
d^*(H_1) &\leq \frac{(n-v)v}{(n)_2} + \frac{(v)_2}{6(n)_3} \left( 6v - 5n - 2 \right), \\
d^*(H_\wedge) &\leq \frac{(n-v)v}{(n)_2} + \frac{(v)_2}{12(n)_3} \left( 9v - 8n - 2 \right), \\
d^*(H_\parallel) &\leq \frac{(n-v)v}{(n)_2} + \frac{(v)_2}{3(n)_3} \left( 3v - 2n - 2 \right), \\
d^*(H_\triangle) &\leq \frac{(n-v)v}{(n)_2} + \frac{(v)_2}{4(n)_3} \left( 3v - 2n - 2 \right).
\end{align*}
\]
Using the assumption that $4 \leq v \leq (2n - 1)/3$ it is simple arithmetic to check that $d^*(H) \leq \frac{(n-v)v}{(n)_2}$ for $H \in \{H_1, H_\wedge, H_\parallel, H_\triangle\}$. The remaining case is $H = H_0$. In regards to $H_0$ observe that the expression $v^2 + 4nv - 17v - 4n^2 + 12n + 6$ increases in $v$ for any fixed $n \geq 4$. Hence, this expressions maximum occurs when $v = (2n - 1)/3$ and is at most $(-8n^2 - 10n + 106)/9$, which is negative when $n \geq 4$. Therefore

$$f(n, G, W) \leq \max\{d^*(H) : H \in \mathcal{H}_4\} \leq \frac{(n-v)v}{(n)_2} \leq \frac{1}{(n)_2} \left\lfloor \frac{n^2}{4} \right\rfloor.$$ 

Case 2. $v \geq 2n/3$ (and $v \geq 4$).

Observe that since $v \geq 2n/3$, some of the expressions in Table 3.7 now have values greater than $\frac{(n-v)v}{(n)_2}$. We will then use flag algebras to provide the means to “balance” out some of the negative terms, in say $H_6$, with the positive terms, in say $H_\parallel$. Recall that $N(v)$ denotes the neighborhood of the vertex $v$ and $N[v] = N(v) \cup \{v\}$ to denote the closed neighborhood of the vertex $v$. Note that since we only consider simple graphs $N(v) \neq N[v]$. For any vertex subset $S$, we denote its complement $\overline{S} := V - S$. We proceed by adding a nonnegative term to our function. This is the term that arises from the flag algebra calculations. The coefficient $\gamma \geq 0$ will be chosen later. Now

$$f(n, G, W) \leq \frac{1}{(n)_4} \sum_{H \in \mathcal{H}_4} d^*(H) \leq \frac{1}{(n)_4} \sum_{H \in \mathcal{H}_4} d^*(H) + \frac{\gamma}{(n)_4} \sum_{(z_1, z_2) : z_1, z_2 \in E(G)} \left( |N(z_1) \cap N[z_2]| - |N[z_1] \cap N(z_2)| \right)^2$$

(3.5)

$$+ \frac{\gamma}{(n)_4} \sum_{(z_1, z_2) : z_1, z_2 \in E(G)} \left( |N(z_1) \cap N(z_2)| - |N[z_1] \cap N[z_2]| \right)^2$$

(3.6)

The motivation behind where these equations come from will be given in subsection 3.3.1.

The values associated with $H$ from (3.5) gives a value of $-16\gamma$ for each subgraph isomorphic to $H_\parallel$, since it assigns a value of $-2\gamma$ for each ordered pair of distinct nonadjacent vertices. Also the expression (3.6) assigns $+8\gamma$ for each subgraph isomorphic to $H_\parallel$, because it assigns a value of $+2\gamma$ for each ordered pair of distinct adjacent vertices. Together the net value for $H_\parallel$ is $-8\gamma$. All of the computed values for each of the subgraphs is contained in Table 3.8.
\[ H \begin{array}{c|c}
\hline
H & \gamma c(H) \\
\hline
H_0 & 0 + 0 = 0 \\
H_1 & 0 + 4\gamma = 4\gamma \\
H_\wedge & 4\gamma + 0 = 4\gamma \\
H_\| & -16\gamma + 8\gamma = -8\gamma \\
H_\frown & 0 + 0 = 0 \\
H_\sqcup & -4\gamma + 0 = -4\gamma \\
H_\triangle & 12\gamma + -12\gamma = 0 \\
H_\boxtimes & 0 + 0 = 0 \\
H_Q & 0 + -4\gamma = -4\gamma \\
H_5 & 0 + 4\gamma = 4\gamma \\
H_6 & 0 + 24\gamma = 24\gamma \\
\hline
\end{array} \]

Table 3.8: The values of \( \gamma c(H) \) for the eleven distinct nonisomorphic graphs on 4 vertices. The first term is the contribution from the expression (3.5), the second term from the expression in (3.6). Their sum is the last term.

We then have the expression

\[
f(n, G, W) \leq \frac{1}{\binom{v}{4}} \sum_{H \in \mathcal{H}_4} d^*(H) + \frac{\gamma}{\binom{v}{4}} \sum_{H \in \mathcal{H}_4} c(H) + \frac{\gamma}{\binom{v}{4}} (6\alpha_1(G) + 6\alpha_3(G)), \quad (3.7)
\]

\[
\leq \frac{1}{\binom{v}{4}} \sum_{H \in \mathcal{H}_4} \left( d^*(H) + \gamma c(H) \right) + \frac{24\gamma}{v-3}. \quad (3.8)
\]

We now choose the value of \( \gamma \) so we can insure that if we limit \( n \) to infinity we have that \( d^*(H) + \gamma c(H) = \frac{(n-v)v}{(n)_2} + 24\gamma \) is exactly 1/4. Hence we set \( \gamma = \frac{1}{96} - \frac{(n-v)v}{24(n)_2} \). Since \( v \geq 2n/3 \) we have that \( \gamma \geq 0 \) for all \( n \geq 7 \). It remains to show that \( d^*(H) + \gamma c(H) \leq 1/4 \) for all choices of \( H \). We list all the expressions for \( d^*(H) + \gamma c(H) \) in Table 3.9.
We then simplify the expressions in Table 3.9 and subtract 1/4 from them to obtain the equations in Table 3.10. Our goal will be to show that all the expressions in Table 3.10 are ≤ 0 for each of the eleven nonisomorphic graphs $H$ on 4 vertices. We express the functions in Tables 3.10 in terms of the variable $x = v/n$ to simplify the expressions and ignore the lower order terms as these terms will be included in the $o(1)$ term. Label each of these functions as $g_H(x)$. The last column in Table 3.10 consists of using calculus to find the maximum value in over the domain.
Table 3.10: The $g_H(x)$ functions that determine the asymptotic value of $d^*(H) + \gamma_c(H) - 1/4$.

The equations in Table 3.10 are all nonpositive on the domain and hence we have that

$$\lim_{n \to \infty} f(n, G, W) \leq \frac{1}{4}.$$

This concludes the proof of Lemma 40.

\[ \Box \]

### 3.3.1 Flag Algebra Motivation

Observe that the summations (3.5) and (3.6) sum over the nonedges and edges respectively. This is similar to the idea in flag algebras we defined in Chapter 2, in which some of our calculations is to sum over different types. In fact that is the very idea here.

Define $\sigma_1 = K_2$ and $\sigma_2 = K_2$. These will be the two different types in our flag algebra calculations. Let $H_4$ be the set of all four vertex subgraphs, with the notation described in section 3.3. Let $\mathcal{F}_{3}^{\sigma_1}$ and $\mathcal{F}_{3}^{\sigma_2}$ be all the three vertex subgraphs that correspond to the types
\( \sigma_1 \) and \( \sigma_2 \) respectively. We then label the flags in \( \mathcal{F}_{\sigma_1}^3 \) and \( \mathcal{F}_{\sigma_2}^3 \) as follows: If \( F \in \mathcal{F}_{\sigma_1}^3 \) contains no edge denote \( F \) by \( F_1 \); If \( F \in \mathcal{F}_{\sigma_1}^3 \) contains exactly one edge incident to the vertex labeled 1 under \( \sigma_1 \) then denote \( F \) by \( F_2 \); If \( F \in \mathcal{F}_{\sigma_1}^3 \) contains exactly one edge incident to the vertex labeled 2 under \( \sigma_1 \) then denote \( F \) by \( F_3 \); If \( F \in \mathcal{F}_{\sigma_1}^3 \) contains exactly two edges then denote \( F \) by \( F_4 \). Similarly denote the flags in \( \mathcal{F}_{\sigma_2}^3 \) as \( F_1, F_2, F_3 \) and \( F_4 \). We offer the following figure as a visual aid to these definitions.

![Figure 3.1: The flags contained in \( \mathcal{F}_{\sigma_1}^3 \) and \( \mathcal{F}_{\sigma_2}^3 \)](image)

At this point, the standard approach to flag algebras would be to calculate all the probabilities of these flags occurring within each subgraph in \( \mathcal{H}_4 \), however the number of these are based on \( v \) and \( n \). This poses a problem, as a standard SDP solver cannot handle unknown parameters within the computations. Therefore we must follow a similar method to what we used in the proof of Mantel’s Theorem in section 2.2. Note that we have four flags associated with both \( \sigma_1 \) and \( \sigma_2 \) so our semidefinite matrices will be \( 4 \times 4 \) matrices. Let \( \overline{Q} = [q_{ij}] \) and \( Q = [q_{ij}] \) be the semidefinite matrices corresponding to \( \sigma_1 \) and \( \sigma_2 \) respectively. It is important to note that \( \overline{Q} \) and \( Q \) are only over the matrices and signify complements in anyway. First the case \( n = v \) as that is when the density of \( H_\parallel \) is highest, namely \( 1/3 \). After formulating all the equations involving \( c_H \) for all \( H \in \mathcal{H}_4 \) we observe that \( c_{H_\parallel} = \frac{1}{9}q_{11} + \frac{1}{3}q_{12} + \frac{1}{3}q_{13} \) and \( c_{H_6} = q_{44} \). Since the density of \( H_\parallel \) is \( 1/3 \) and the density of \( H_6 \) is 0 we set \( c_{H_\parallel} = -1/12 \) and \( c_{H_6} = 1/4 \).
Then solving for all of the variables we get the matrices

\[
Q = \frac{1}{4} \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 \\
0 & -1 & 1 & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix}
\quad \quad \quad
Q = \frac{1}{4} \begin{pmatrix}
1 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 1 \\
\end{pmatrix}
\]

At this point transitioning back to the case where we allow \( v \neq n \) would normally be an issue in most cases, but here we make an educated guess and allow the constant 1/4 to be perturbed while keeping the same structure. (So in a sense, we guessed.) This gave us the matrices

\[
\bar{Q} = \gamma \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 \\
0 & -1 & 1 & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix}
\quad \quad \quad
Q = \gamma \begin{pmatrix}
1 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 1 \\
\end{pmatrix}
\]

where \( \gamma = \frac{1}{8} - \frac{(n-v)v}{2(n)_2} \).

This value of \( \gamma \) would complete our proof. In an effort to make the proof more readable we transitioned out of flag algebras. This is why the sums given in the proof of Lemma 40 seem to come out of nowhere. First observe that the total array of our calculation is

\[
\sum_{H \in \mathcal{H}_4} c_H = \sum_{H \in \mathcal{H}_4} \left( \gamma[p(F_i, \theta; H)]^T \bar{Q}[p(F_i, \theta; H)] + \gamma[p(F_i, \theta; H)]^T Q[p(F_i, \theta; H)] \right).
\]

In order to transition into the notation we will look specifically at \( Q \). Now \( Q \) corresponds to the type with an edge. This will correspond to the sum over the edges. Observe that since \( p(F_i, \theta; H) \) is chosen uniformly we have that

\[
p(F_i, F_j, \theta; H) = \frac{\text{Number of } F_i, F_j \text{ in } H \text{ that only intersect on } \theta}{24}.
\]

We may then factor 1/24 out and place it in \( \gamma \). This makes \( \gamma = \frac{1}{96} - \frac{(n-v)v}{24(n)_2} \), our \( \gamma \) in the proof of Lemma 40. Our only concern is describing the number of \( F_i \) times the number of \( F_j \) according to our matrix \( Q \). But this is precisely the number of times the neighborhoods of the vertices, \( z_1, z_2 \) incident to the edge in \( \sigma_1 \) intersect according to \( \left( |N(z_1) \cap \overline{N(z_2)}| - |\overline{N(z_1)} \cap N(z_2)| \right)^2 \). We have a similar result using \( \bar{Q} \). Then summing over \( \mathcal{H}_4 \) but keeping the equations corresponding to
$\sigma_1$ and $\sigma_2$ separate give rise to the expressions (3.5) and (3.6). This completes the motivation behind expressions (3.5) and (3.6).
CHAPTER 4. Other Results

4.1 The 3 Crown

Recall from Chapter 1 that Griggs and Lu [GL09] and Lu [Lu14] solved the asymptotic case for the $k$-crown for all values of $k \neq 3, 5$. In Griggs and Lu [GL09] they did provide a general upper bound of

$$|\mathcal{F}| \leq \left(1 + \frac{\sqrt{2}}{2} + o(1)\right) \left(\frac{n}{\lfloor n/2 \rfloor}\right)$$

when $\mathcal{F}$ lives in the Boolean lattice. We consider the simplified problem where $\mathcal{F}$ is restricted to existing on two consecutive layers.

Let the six crown $\mathcal{C}_6$ be the poset with sets $A, B, C, D, E, F$ such that $A \subset D, E$ and $B \subset E, F$ and $C \subset D, F$.

**Theorem 43** Let $\mathcal{F}$ be a $\mathcal{C}_6$-free family of the Boolean lattice existing on only two layers. Then $|\mathcal{F}| \leq (2\sqrt{3} - 2)\left(\frac{n}{\lfloor n/2 \rfloor}\right)$.

**Proof.** Without loss of generality let $\mathcal{F}$ be on the layers consisting of sets of size $\binom{n}{k}$ and $\binom{n}{k+1}$. Let $\mathcal{S}$ be the sets in $\mathcal{F}$ of size $\binom{n}{k}$ and $\mathcal{U}$ be the sets in $\mathcal{F}$ of size $\binom{n}{k+1}$. Let $\mathcal{X}$ be the layer of the Boolean lattice one layer below $\binom{n}{k}$, i.e. $\mathcal{X}$ consists of all sets of size $\binom{n}{k-1}$. For all $X \in \mathcal{X}$ let $T(X)$ denote the sets $U \in \mathcal{F}$ such that $X \subset U$ and $|U| = \binom{n}{k+1}$. Similarly let $B(X)$ denote the sets $S \in \mathcal{F}$ such that $X \subset S$ and $|S| = \binom{n}{k}$.

Define the $X$-graph as follows. Let $V(X) = \{v \in \mathcal{S} : X \in \mathcal{X}, X \subset v\}$ and $E(X) = \{e \in \mathcal{U} : X \in \mathcal{X}, X \subset e\}$.

**Claim 44** There is a 3-cycle in some $X$-graph if and only if there is a $\mathcal{C}_6$ in the family.

**Proof of Claim 44** First we prove that given a triangle in an $X$-graph there is a corresponding $\mathcal{C}_6$ in the family of posets. Let $X \in \mathcal{X}$ such that the $X$-graph contains a triangle $T$. Let this
triangle be denoted by \( v_1, e_1, v_2, e_2, v_3, e_3, v_1 \) where \( v_1, v_2, v_3 \in V(x) \) and \( e_1, e_2, e_3 \in E(x) \). By definition \( v_1, e_1, v_2, e_2, v_3, e_3, v_1 \in F \) and then \( v_1, e_1, v_2, e_2, v_3, e_3, v_1 \) gives a \( C_6 \) in \( F \).

Next we show that a \( C_6 \) in \( F \) produces a triangle in some \( X \)-graph. Let \( v_1, v_2, v_3 \) and \( e_1, e_2, e_3 \) be the sets in \( C_6 \) of size \( \binom{n}{k} \) and \( \binom{n}{k+1} \) respectively such that \( v_1 \subset e_1, v_2 \subset e_2, e_3 \) and \( v_3 \subset e_1, e_3 \).

Now we show that \( v_1, v_2, v_3 \) exists in some \( X \)-graph. Suppose no \( X \in X \) exists such that \( X \subset v_1, v_2, v_3 \). Observe that \( v_1 = e_1 \cap e_2 \) since our sets exist on adjacent layers. Hence the size of the symmetric difference of \( e_1 \) and \( e_2 \) is 2. Similarly \( |e_2 \triangle e_3| = |e_1 \triangle e_3| = 2 \). Also since \( v_1, v_2 \subset e_1 \) and their layers are adjacent, \( |v_1 \triangle v_2| = 2 \). Similarly \( |v_2 \triangle v_3| = |v_1 \triangle v_3| = 2 \).

Since \( |v_1| = |v_2| = k \) and \( |v_1 \triangle v_2| = 2 \) there exists \( X' \in X \) such that \( v_1 = X' \cup \{a\}, \)
\( v_2 = X' \cup \{b\} \) where \( a \neq b, a \notin v_2, \) and \( b \notin v_1 \). If \( v_3 = X' + \{c\} \) for some \( c \in [n] \) then \( v_1, v_2, v_3 \) are vertices in the \( X' \)-graph. (Note that \( c \) must not be in \( X' \) since \( |v_3| = \binom{n}{k} \) and \( c \neq a, b \) else \( v_1 = v_3 \) or \( v_2 = v_3 \) which contradicts the symmetric difference requirement.)

Suppose no \( c \in [n] \) exists such that \( v_3 = X' + \{c\} \). Since \( |v_3| - |X'| = 1 \) there must be an element \( d \in X' \) such that \( d \notin v_3 \). Then \( d \in v_1, v_2 \). Note that \( d \neq a, b \). Since \( |v_1 \triangle v_2| = 2 \) and \( |v_2 \triangle v_3| = 2 \) and \( |v_1| = |v_2| = |v_3| \) we must have that \( v_1 - v_3 = \{d\}, \) \( v_2 - v_3 = \{d\} \) and there are \( f, g \in [n], f \neq g \) such that \( v_3 - v_1 = \{f\} \) and \( v_3 - v_2 = \{g\} \). Note however that \( g \in v_1 \) and \( f \in v_2 \) else \( |v_3 - v_1| \geq 2 \) and \( |v_3 - v_2| \geq 2 \) respectively. Hence \( |v_1 - v_2| + |v_2 - v_1| \geq |\{a, g\}| + |\{b, f\}| > 2 \) if either \( f \neq b \) or \( g \neq a \). Consider \( e_2 \) with \( v_2, v_3 \subset e_2 \) and \( |e_2| = k+1 \). Hence \( X' \cup \{b\} = v_2 \subset e_2 \) and \( a \in e_2 \) since \( v_3 \subset e_2 \). Since \( a \notin v_2 \) we have that \( e_2 = X' \cup \{a, b\} = e_1 \) a contradiction. Therefore \( v_1, v_2, v_3 \) are in the \( X' \)-graph. Hence \( e_1, e_2, e_3 \) are edges in the \( X' \)-graph and \( v_1 e_1 v_2 e_2 v_3 e_3 v_1 \) forms a 3-cycle in the \( X' \)-graph.

This completes the proof of Claim 44. \( \square \)

We now return to the proof of our theorem. We are going to put an upper bound on the size of \( T(X) \). A result of Turán’s [Tur41] and by Claim 44 we can have at most \( \frac{|B(X)|^2}{4} \) sets in \( T(X) \) that contain two elements of \( B(X) \).

Next we observe that each pair of sets \( A, B \in \binom{n}{k} \) such that \( X = A \cap B \) has a one to one correspondence to each set \( C \in \binom{n}{k+1} \) such that \( X \subset C \). We can see this from the following.
Define sets $A = \{A \in \binom{n}{k} : X \subset A\}$ and $C = \{C \in \binom{n}{k+1} : X \subset C\}$. Then define a function $f_X : A \times A \rightarrow C$ such that if $A \neq B$ and $A \cap B = X$ then $f_X(A, B) = A \cup B$ and undefined otherwise. This function is onto since $C - X = \{a, b\}$, $a \neq b$ and we may set $A = X \cup \{a\}$ and $B = X \cup \{b\}$ which causes $f_X(A, B) = C$. This function is one to one. Suppose $f_X(A, B) = C$ and $f_X(A', B') = C$. Now $C - X = \{a, b\}$. Since $X \subset A, B$ by definition we have that without loss of generality $A = X \cup \{a\}$ and $B = X \cup \{b\}$. But then a similar argument gives $A' = X \cup \{a\}$, $B' = X \cup \{b\}$ or $A' = X \cup \{b\}$, $B' = X \cup \{a\}$ which means that $(A, B) = (A', B')$ as pairs of sets.

Then by naively over counting the rest of the sets in $T(x)$ by counting each pair of sets that do not consist of two sets in $B(x)$ we have that

$$|T(x)| \leq \frac{|B(x)|^2}{4} + |B(x)| (n - k + 1 - |B(x)|) + \frac{(n - k + 1 - |B(x)|)(n - k - |B(x)|)}{2}$$

$$\leq \frac{|B(x)|^2}{4} + |B(x)| (n - k + 1 - |B(x)|) + \frac{(n - k + 1 - |B(x)|)^2}{2}$$

$$= \frac{1}{2} (n - k + 1)^2 - \frac{|B(x)|^2}{2}.$$  \hspace{1cm} (4.1)

Let $Y$ be the layer of the boolean lattice one layer above $\binom{n}{k+1}$, i.e. $Y$ consists of all sets of size $\binom{n}{k+2}$. For all $Y \in Y$ let $T'(Y)$ denote the sets $U \in F$ such that $U \subset Y$ and $|U| = \binom{n}{k+1}$. Similarly let $B'(Y)$ denote the sets $S \in F$ such that $S \subset U$ and $|S| = \binom{n}{k}$. Due to symmetry we have that $|B'(y)| \leq \frac{1}{2} (k + 1)^2 - \frac{T'(Y)}{4}$.

Observe that $k^{-1} \sum_{X \in \mathcal{X}} |B(X)| = \left(\frac{n - k}{2}\right)^{-1} \sum_{Y \in \mathcal{Y}} |B'(Y)| = |S|$ and $\left(\frac{k + 1}{2}\right)^{-1} \sum_{X \in \mathcal{X}} |T(X)| = (n - k - 1)^{-1} \sum_{Y \in \mathcal{Y}} |T'(Y)| = |U|$. Then by a counting argument, (4.1), and the Cauchy-Schwarz inequality we have

$$\left(\frac{k + 1}{2}\right)|U| = \sum_{X \in \mathcal{X}} |T(X)|$$

$$\leq \sum_{X \in \mathcal{X}} \left[ \frac{(n - k + 1)^2}{2} - \frac{|B(X)|^2}{4} \right]$$

$$= \frac{(n - k + 1)^2}{2} \binom{n}{k - 1} - \frac{1}{4} \sum_{X \in \mathcal{X}} |B(X)|^2$$

$$\leq \frac{(n - k + 1)^2}{2} \binom{n}{k - 1} - \frac{1}{4} \frac{k^2|S|^2}{\binom{n}{k - 1}}.$$  \hspace{1cm} (4.2)
And similarly we have that
\[
\left( \frac{n-k}{2} \right) |S| \leq \frac{(k+1)^2}{2} \left( \frac{n}{k+2} \right) - \frac{1}{4} \frac{(n-k-1)^2|U|^2}{\binom{n}{k+2}}.
\] (4.3)

Set \( b = |S|/\binom{n}{k} \) and \( t = |U|/\binom{n}{k} \). We wish to maximize \(|U| + |S|\) but this is equivalent to maximizing \( t + b \). Observe that performing some algebra on (4.2) and (4.3) gives us
\[
t \leq \frac{(n-k+1)}{(k+1)} - \frac{1}{2} \frac{(n-k+1)b^2}{(k+1)}
\] (4.4)
\[
b \leq \frac{(k+1)}{(k+2)} - \frac{1}{2} \frac{(k+2)(k+1)}{(n-k)^2} t^2
\] (4.5)

This problem is then the following maximization problem.

Maximize \( t + b \)

Subject to:
\[
t \leq \frac{(n-k+1)}{(k+1)} - \frac{1}{2} \frac{(n-k+1)b^2}{(k+1)}
\]
\[
b \leq \frac{(k+1)}{(k+2)} - \frac{1}{2} \frac{(k+2)(k+1)}{(n-k)^2} t^2
\]

Observe that since the objective function is a nonnegative linear equation of two variables and the constraints are upper bounds we may assume that one of the two constraints is realized otherwise we may just increase one of the variables until a constraint is realized.

We now show that the solution to the maximization problem is the intersection of the equations \( t = \frac{(n-k+1)}{(k+1)} - \frac{1}{2} \frac{(n-k+1)b^2}{(k+1)} \) and \( b = \frac{(k+1)}{(k+2)} - \frac{1}{2} \frac{(k+2)(k+1)}{(n-k)^2} t^2 \). Without loss of generality suppose we are on the constraint \( t = \frac{(n-k+1)}{(k+1)} - \frac{1}{2} \frac{(n-k+1)b^2}{(k+1)} \). Suppose \( b_1 - b_2 = \epsilon \). By the derivative of \( t, t' = -\frac{(n-k+1)}{(k+1)}b \), we have that decreasing \( b_1 \) to \( b_2 \) \( t \) will be increased by more than \( t'_1 > t'_2 = -\frac{(n-k+1)}{(k+1)}b_2 = -\frac{(n-k+1)}{(k+1)}b_1 \) due to the concavity of the constraint. Hence we want \( b \) to be as small as possible along this constraint. We may do this as long as the second constraint is still a strict inequality. Similarly if we are on the constraint \( b = \frac{(k+1)}{(k+2)} - \frac{1}{2} \frac{(k+2)(k+1)}{(n-k)^2} t^2 \) we want \( t \) to be as small as possible which we may do as long as the first constraint is a strict inequality. Therefore the solution to the optimization problem is where the constraints intersect.

Now by Claim 33 we know that \( k \in \left[ n/2 - n^{2/3}, n/2 + n^{2/3} \right] \). Hence for any constants \( p, q \)
we have that $\frac{k+p}{n-k+q} \to 1$ as $n \to \infty$. Therefore asymptotically these equations are

$$t = 1 - \frac{1}{2}b^2$$

$$b = 1 - \frac{1}{2}t^2$$

Then $t = b = \sqrt{3} - 1$ and the result follows. □
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