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Abstract. In this work, we design, analyze and test a conservative discontinuous Galerkin method for solving the Degasperis–Procesi equation. This model is integral and admits possibly discontinuous solutions, and therefore suitable for modeling both short wave breaking and long wave propagation phenomena. The proposed numerical method is high order accurate, and preserves two invariants, mass and energy, of this nonlinear equation, hence producing wave solutions with satisfying long time behavior. The $L^2$-stability of the scheme for general solutions is a consequence of the energy preserving property. The numerical simulation results for different types of solutions of the nonlinear Degasperis–Procesi equation are provided to illustrate the accuracy and capability of the method.

1. Introduction

In this paper, we are interested in numerical approximations to the Degasperis–Procesi (DP) equation:

$$u_t - u_{xxt} = uu_{xxx} + 3u_xu_xx - 4uu_x, \quad x \in \mathbb{R}, \ t > 0,$$

where the subscript $t$ (or $x$, respectively) denotes the differentiation with respect to time variable $t$ (or $x$). We develop a conservative discontinuous Galerkin method (DDG) for this nonlinear DP equation. Our proposed scheme is high order accurate, and preserves two invariants, momentum and energy, of the nonlinear equation, hence producing wave solutions with long time satisfying behavior. The $L^2$-stability of the scheme for general solutions is a consequence of the energy preserving property.

The DP equation was found in a study by Degasperis and Procesi [19], as one of three equations in the family

$$u_t - \alpha^2 u_{xxt} + \gamma u_{xxx} + c_0 u_x = (c_1 u^2 + c_2 u_x^2 + c_3 uu_x)_x,$$

satisfying “asymptotic integrability to third order”, a necessary condition for complete integrability. The other two cases are the Korteweg–de Vries (KdV) equation,

$$u_t + uu_x + u_{xxx} = 0,$$

and the Camassa–Holm (CH) shallow water equation,

$$u_t - uu_x = uu_{xxx} + 2u_xu_xx - 3uu_x.$$ 

Both CH equation and DP equation are also found in the $\theta$- class of dispersive models:

$$u_t - u_{xxt} + uu_x = \theta uu_{xxx} + (1 - \theta) u_x u_{xx},$$

when taking $\theta = 1/3$ and $\theta = 1/4$, respectively. The $\theta$-class was identified by Liu in [36], and its analysis on global existence vs. finite wave breaking was given by Liu and Yin [37] with the
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following results: for \( \frac{1}{2} \leq \theta \leq 1 \), initial smoothness will persist for all time; if \( 0 \leq \theta < \frac{1}{2} \), strong solutions of the \( \theta \)-equation may loss certain regularity in finite time, and traveling waves such as periodic, solitary, peakon, peaked periodic, cusped periodic, or cusped soliton are all permissible [31, 26].

The two special equations, the CH equation and the DP equation, in the \( \theta \)-class share several interesting properties including the bi-Hamiltonian structure, the complete integrability, and the soliton-like peakon solutions, and both can be viewed as models of shallow water waves [23, 3, 4, 29, 18, 28, 12]. However, there are also important differences: from the perspective of PDE theory, the solutions of the CH equation basically belong to \( H^1(\mathbb{R}) \) (the first order Sobolev space), while the DP equation can develop shocks (jump discontinuities) which may be understood as entropy solutions [7, 8, 38].

Furthermore there are differences in invariants. The CH equation has the following three invariants:

\[
E_1 = \int_{\mathbb{R}} (u - u_{xx}) dx, \quad E_2 = \int_{\mathbb{R}} (u^2 + u_x^2) dx, \quad E_3 = \int_{\mathbb{R}} (u^3 + uu_x^2) dx.
\]

For the DP equation, the first three invariants are

\[
E_1 = \int_{\mathbb{R}} (u - u_{xx}) dx, \quad E_2 = \int_{\mathbb{R}} (u - u_{xx})v dx, \quad E_3 = \int_{\mathbb{R}} u^3 dx,
\]

where \( v \) is defined as

\[
4v - v_{xx} = u.
\]

As can be easily seen, the invariants are substantially different, and there is no simple transformation that casts the DP cases into the CH cases and vice versa. Solutions in the DP equation have more complicated structure than those in the CH equation. Particularly, when solutions of the DP equation are discontinuous, one has to impose proper entropy condition to single out the physically relevant solution. These together introduce new difficulties in numerical computations. It is a challenge to design stable and high order accurate numerical schemes for solving the DP equation.

In recent years, a lot of analysis has been given to the DP equation. Coclite and Karlsen [7] showed that the DP equation could admit discontinuous (shock wave) solutions and proved a well-posedness theory in functional spaces containing discontinuous functions. Yin studied the global well-posedness of the DP equation within certain functional classes in a series of papers [54, 55, 56]. Some blow-up results were studied in [20, 21, 36]. Explicit or special solutions were also studied, for example, entropy shock solutions in [38], the general \( n \)-peakon solutions in [40], multi-soliton solutions in [41, 42], and traveling wave solutions in [31, 26].

Despite of difficulties in dealing with the DP equation, several numerical studies have appeared in literature. Operator splitting schemes were proposed for the DP equation in [9, 22]. In [27], a particle method based on the multi-shock-peakon solutions was proposed to investigate entropy weak solutions. These numerical methods were mainly intended to capture shock solutions. Recently, Xu and Shu developed two local discontinuous Galerkin (LDG) methods for the DP equation in [47], with provable stability property and excellent numerical results.

On the other hand, both CH equation and DP equation are integrable systems, numerical methods preserving their invariants are advantageous: besides the high accuracy of numerical solutions, an invariant preserving scheme can preserve good stability properties after long-time numerical integration. Much more effort has been devoted in this topic for different integrable PDEs recently [24, 5, 44, 43]. For the DP equation Miyatake and Matsuo [45] proposed two conservative finite difference schemes based on the bi-Hamiltonian structure, both schemes conserving \( E_1 \) and \( E_3 \).
The goal of this paper is to develop a discontinuous Galerkin (DG) method to preserve both momentum and energy at the discrete setting. The DG method is a class of finite element methods using completely discontinuous piecewise-polynomials for the numerical solution and the test functions. It was first designed and has been successful for solving first order PDEs such as nonlinear conservation laws [46, 14, 13, 15, 16]. The local discontinuous Galerkin (LDG) method is an extension of the DG method for solving higher order PDEs. It was first designed for convection-diffusion equations [17], and has been extended to other higher order wave equations, including the KdV equation [52, 48, 33, 49] and the CH equation [50], see also the recent review paper [51] on the LDG methods for higher order PDEs. The idea of the LDG method is to rewrite higher order equations into a first order system, and then apply the DG method on the system. In contrast, the direct discontinuous Galerkin (DDG) methods, proposed in [34, 35] primarily for diffusion equations, aimed at directly solving higher order PDEs by the DG discretization. There are other recent works sharing the direct feature, such as those by Van Leer and Nomura in [30], Gassner et al. in [25], and Cheng and Shu in [2], all based on certain weak formulation derived from repeated integration by parts for the diffusion term. One main advantage of such methods is the use of special numerical fluxes such that the numerical scheme is not only highly accurate but also satisfy further solution properties, without rewriting the equation into a first order system, see e.g., [1, 53] for energy preserving DG methods for KdV type equations.

In this work we propose a novel DG method based on formulation

(1) \[ u_t + f(u)_x + \psi = 0, \quad \psi - \psi_{xx} = 3 f(u)_x. \]

This formulation was used in [47], in which the second equation was rewritten into a first order system for applying the LDG discretization. Their methods use dissipative numerical fluxes for the nonlinear advection. Our strategy is different in two aspects: (i) we apply the DDG discretization to solve \( \psi \) from the second equation in (1) directly, and then solve \( u \) by the DG method applied to the first equation in (1); (ii) the choice of our numerical fluxes is made so that the resulting scheme preserves two integrals \( E_1 \) and \( E_2 \) in smooth region. In the region with strong shocks we adopt an adaptive flux for the nonlinear advection, leading to certain decay of \( E_2 \). From now on, we shall name the method developed in this work as DDG, with \( E_2 \) being conservative or dissipative. Our method gives the desired \( k+1 \) order of accuracy for polynomial elements of degree \( k \). The main feature of the scheme is its capability to produce wave solutions with satisfying long time behavior. Some comparison of long time simulation vividly shows that the scheme which conserves two integrals has much smaller error in phase than those produced by the scheme with a dissipative numerical flux for the quadratic advection.

Outline of the Paper. Our purpose here is to present some new DG methods to compute the DP solutions, which are even less regular than peakons and provide numerical evidence of what happens after a peakon-antipeakon collision. In section 2, we formulate our DDG method with an adaptive flux, that is wherever strong shocks may appear we use a dissipative flux for the nonlinear convection, elsewhere we use the conservative flux. The DDG method is proved to be energy preserving, and \( L^2 \) stable. In section 3, we present various numerical examples to illustrate the capacity of the DDG scheme to capture various peakons and their interactions.

2. The discontinuous Galerkin methods

2.1. Reformulation. The sense that peakons are weak solutions can be specified by rewriting the DP equation as

\[ 0 = u_t - u_{txx} + 4 f(u)_x - f(u)_{xxx} = (1 - \partial_x^2)[u_t + f(u)_x] + 3 f(u)_x. \]
where \( f(u) = u^2/2 \), and then apply the formal inverse of \( 1 - \partial_x^2 \), which is \((1 - \partial_x^2)^{-1}f = \frac{1}{2}G \ast f = \frac{1}{2} \int_R e^{-|y|}f(x-y)dy \). This gives another form of the DP equation,

\[
    u_t + \partial_x[f(u) + 3G \ast f(u)] = 0,
\]

which is formally equivalent to the system

\[
    \begin{cases}
        u_t + f(u)_x + \psi = 0, \\
        \psi - \psi_{xx} - 3f(u)_x = 0.
    \end{cases}
\]

Weak solutions (not only peakons) are then defined as functions that satisfy this conservation law (with nonlocal flux term) in the usual distributional sense. Further Coclite and Karlsen [8], defined an entropy weak solution of the DP equation as a weak solution which in addition belongs to \( L^\infty(0,T;BV(R)) \) for all \( T > 0 \) and satisfies the Kruzkov-type entropy condition

\[
    \partial_t \eta(u) + \partial_x q(u) + 3q'(u) \partial_x G \ast f(u) \leq 0,
\]

in the distributional sense, for all convex \( C^2 \) entropies \( \eta \) with the corresponding entropy flux \( q \) defined by \( q'(u) = \eta'(u)u \). Then they showed that for initial data \( u_0 \in L^1(R) \cap BV(R) \) there exists a unique entropy weak solution of the DP equation. Coclite, Karlsen, and Risebro [9] have designed numerical methods for computing such entropy weak solutions of the DP equation.

Three useful conservation laws for the DP equation are

\[
    E_1(u) = \int_R ud\mu, \quad E_2(u) = \int_R (u - u_{xx})vd\mu, \quad E_3(u) = \int_R u^3d\mu,
\]

where

\[
    4v - v_{xx} = u.
\]

Here and in what follows we use the total mass \( \int_R ud\mu \) which equals to the total momentum \( \int_R (u - u_{xx})d\mu \) at continuous level. Also \( E_2 \) may be rewritten through integration by parts and using \( v_{xx} = 4v - u \),

\[
    E_2 = \int_R (uv - uv_{xx})d\mu = \int_R (u^2 - 3uv)d\mu.
\]

Using (4) and integration by parts again, we may express \( E_2 \) in terms of \( v \) as

\[
    E_2 = \int_R (4v^2 + 5(v_x)^2 + (v_{xx})^2) d\mu,
\]

which has a definite sign.

2.2. DDG formulation. We develop a direct discontinuous Galerkin (DDG) method for the DP equation subject to initial data \( u_0(x) \) and periodic boundary conditions. Let us denote the computational mesh of the domain \( I \) by \( I_j = (x_{j-1/2}, x_{j+1/2}) \) for \( j = 1, \ldots, N \). The center of the cell is \( x_j = (x_{j-1/2} + x_{j+1/2})/2 \), and \( h_j = x_{j+1/2} - x_{j-1/2} \). We denote by \( w^+_{j+1/2} \) the value of \( w \) at \( x_{j+1/2} \) evaluated from the right element \( I_{j+1} \), and \( w^-_{j+1/2} \) the value of \( w \) at \( x_{j+1/2} \) evaluated from the left element \( I_j \). \([w] = w^+ - w^- \) denotes the jump of \( w \) at cell interfaces, and \([w] = \frac{1}{2}(w^+ + w^-) \) denotes the average of the left and right interface values. We then define the piecewise polynomial space \( V_h \) as the space of polynomials of degree \( k \) in each cell \( I_j \), i.e.,

\[
    V_h = \{ w : w \in P^k(I_j) \text{ for } x \in I_j, j = 1, \ldots, N \}.
\]

For any element \( I_j, j = 1, \ldots, N \), we define the inner product and \( L^2 \) norm in \( I_j \) as

\[
    (w,r)_{I_j} = \int_{I_j} wrd\mu, \quad \|w\|^2_{I_j} = (w,w)_{I_j}.
\]
for the functions \( w, r \).

The DDG method is formulated as follows: find \( u_h, \psi_h \in V_h \), such that \( \forall w, r \in V_h \),

\[
(7) \quad (u_{ht}, w)_{I_j} - (f(u_h), w_x)_{I_j} + \hat{f}(u_h)w|_{\partial I_j} + (\psi_h, w)_{I_j} = 0,
\]
\[
(8) \quad (\psi_h, r)_{I_j} + (\psi_{hx}, r_x)_{I_j} - \hat{\psi}_{hx}r|_{\partial I_j} - (\psi_h - \hat{\psi}_h)rx|_{\partial I_j} - 3(f(u_h), r_x)_{I_j} - 3\hat{f}(u_h)r|_{\partial I_j} = 0,
\]
with the numerical fluxes

\[
(9) \quad \hat{f}(u_h) = \frac{\int_{u_h}^+ f(u)du}{[u_h]}
\]
and

\[
(10) \quad \hat{\psi}_{hx} = \beta \frac{[\psi_h]}{h} + \psi_{h\theta}, \quad \hat{\psi}_h = \psi_h^{1-\theta},
\]

where

\[
(11) \quad \psi_{h\theta} := \theta \psi_{hx} + (1 - \theta) \psi_{h\theta}, \quad \psi_h^{1-\theta} := (1 - \theta) \psi_h^+ + \theta \psi_h^-.
\]

Here \( \theta \in [0, 1] \), and \( \beta \geq 1 \) is a parameter to be determined.

As for the numerical fluxes, some remarks are in order.

**Remark 2.1.** The form of the flux (10) with \( \theta = 1/2 \) corresponds to the numerical flux by Liu and Yan in [35] with \((\beta_0, \beta_1) = (\beta, 0)\), and that with \( \theta = 1 \) or \( \theta = 0 \) is more related to Cheng and Shu’s work [2] using alternative numerical flux for the solution and its derivative. The interesting fact is that for any \( \theta \in [0, 1] \) in (10) and the flux (9), both \( E_1 \) and \( E_2 \) are preserved at the semi-discrete level for the whole system (2).

**Remark 2.2.** The corresponding DDG scheme is called the DDG-C scheme. For discontinuous solutions an entropy flux for \( \hat{f}(u_h) \) needs to be used to capture the entropy solution. For example, we may adopt the Lax-Friedrich numerical flux

\[
(12) \quad \hat{f}(u_h^+, u_h^-) = \frac{1}{2} \left( f(u_h^-) + f(u_h^+) - \sigma (u_h^+ - u_h^-) \right),
\]

where \( \sigma = \max |f'(u)| \), the resulting DDG scheme is called the DDG-D scheme. In our numerical simulation, we use the local Lax-Friedrich flux with \( \sigma = \max_{u \in (u_h^-, u_h^+)} |f'(u)| \).

**Remark 2.3.** In our numerical simulation, we adopt an adaptive numerical flux for \( \hat{f}(u_h) \),

\[
(13) \quad \hat{f}(u_h^-, u_h^+) = \begin{cases} 
\frac{\int_{u_h^-}^{u_h^+} f(u)du}{[u_h]}, & \text{if } |u_h^+ - u_h^-| \leq 10^{-2}, \\
\frac{1}{2} \left( f(u_h^-) + f(u_h^+) - \sigma (u_h^+ - u_h^-) \right), & \text{otherwise},
\end{cases}
\]

where \( \sigma = \max_{u \in (u_h^-, u_h^+)} |f'(u)| \), and \( 10^{-2} \) may vary as long as it can serve as a shock detector.

**Remark 2.4.** For \( k = 0 \), it is necessary to take \( \beta = 1 \) to obtain the following finite volume scheme

\[
\frac{d}{dt} u_j + \frac{\hat{f}_{j+1/2} - \hat{f}_{j-1/2}}{h} + \psi_j = 0,
\]
\[
\psi_j - \frac{\psi_{j+1} - 2\psi_j + \psi_{j-1}}{h^2} - 3\frac{\hat{f}_{j+1/2} - \hat{f}_{j-1/2}}{h} = 0,
\]

where \( \hat{f} \) is defined as above, (7) or (13), but with \( u^+ = u_{j+1} \) and \( u^- = u_j \) at \( x_{j+1/2} \). Accuracy test of order one is also observed numerically, see Table 1.
The global form of the DDG formulation may be obtained by summing over all $j$'s,

\begin{align}
(u_{ht}, w) + B(u_h, w) + (\psi_h, w) &= 0, \quad \forall w \in V_h, \\
(\psi_h, r) + D(\psi_h, r) + 3B(u_h, r) &= 0, \quad \forall r \in V_h,
\end{align}

where the two operators are defined by

\begin{align}
B(w, r) &:= -\sum_{j=1}^{N} (f(w), r_x) I_j - \sum_{j=1}^{N} \left( \hat{f}(w)[r] \right)_{j-\frac{1}{2}} \\
D(w, r) &:= \sum_{j=1}^{N} (w_x, r_x) I_j + \sum_{j=1}^{N} (\hat{w}_x[r] + [wr_x] - \hat{w}[r_x])_{j-\frac{1}{2}}.
\end{align}

We can rewrite the operator $B$ defined by (16) as

$$B(w, w) = \sum_{j=1}^{N} \left( \alpha(\hat{f}, u^*) [u]^2 \right)_{j-1/2},$$

where $f(u^*) = [u]^{-1} \int_{u^-}^{u^+} f(\xi) d\xi$ and

$$\alpha(\hat{f}, u^*) = [u]^{-1} (f(u^*) - \hat{f}).$$

With the choice of $\hat{f}$ in (9), we have $\hat{f} = f(u^*)$, hence $\alpha(\hat{f}, u^*) = 0$, then the scheme is conservative in the sense that

$$B(w, w) = 0, \quad \forall w \in V_h.$$

For the monotone flux, $\hat{f}(\uparrow, \downarrow)$, including the Lax-Friedrich flux (12), it is known that $\alpha \geq 0$, see e.g., [2, 32], then the scheme is dissipative in the sense that

$$B(w, w) \geq 0, \quad \forall w \in V_h.$$

The operator $D$ defined by (17) with the choice of $\hat{w}_x$ and $\hat{w}$ in (10) is symmetric in the sense that

$$D(w, r) = D(r, w), \quad \forall w, r \in V_h.$$

**Remark 2.5.** The operator $D$ is symmetric for fluxes (10) with any $\theta \in [0, 1]$ and any $\beta \in \mathbb{R}$. But as shown in [35] for suitably large $\beta > 1$ we have

$$D(w, w) \geq 0$$

which ensures that $\psi_h$ can be uniquely determined from solving (8) for given $u_h$. For more refined quantization of $\beta$, see [32].

**Remark 2.6.** The symmetric property of operator $D$ is consistent with the conservation induced by the dispersive effects. The entropy flux $\hat{f}$ plays the role of numerical diffusion, and serves to pick out the unique entropy shocks when discontinuous solutions present. In contrast, some non-symmetric $D$ can well lead to false solutions.
2.3. **Stability and conservative properties.** In order to establish the conservation of $E_2$, we define $v_h \in V_h$ from a DG formulation of (4). Here we apply the DDG method to solve equation (4): from the numerical solution $u_h \in V_h$, we find $v_h \in V_h$, such that

\[(21) \quad 4(v_h, \eta) + \mathcal{D}(v_h, \eta) = (u_h, \eta), \quad \forall \eta \in V_h,\]

where the numerical fluxes are

\[(22) \quad \hat{v}_h = \beta \frac{v_h}{h}^\theta + v_h^\theta, \quad \hat{v}_h = v_h^{1-\theta}.\]

Existence of $v_h$ is guaranteed if $\beta$ is suitably large (see the proof of the following theorem).

**Theorem 2.1.** Let $u_h$ be the DDG solution and $v_h$ be defined in (21). Then we have

(i) Both invariants $E_1$ and $E_2$ are preserved for the DDG-C scheme in the sense that

\[\frac{d}{dt} \int_I u_h dx = 0, \quad \frac{d}{dt} \int_I (u_h^2 - 3u_h v_h) dx = 0.\]

(ii) For the DDG-D scheme, we have

\[\frac{d}{dt} \int_I u_h dx = 0, \quad \frac{d}{dt} \int_I (u_h^2 - 3u_h v_h) dx \leq 0.\]

(iii) Both DDG-C and DDG-D schemes are $L^2$ stable:

\[\|u_h(t)\| \leq \sqrt{7}\|u_0\|, \quad \forall t > 0.\]

**Proof.** (i) To see the scheme preserves $E_1$ we simply take $w = r = 1$ in (14)-(15) to obtain

\[\frac{d}{dt} \sum_{j=1}^N \int_{I_j} u_h dx = -\mathcal{B}(u_h, 1) - (\psi_h, 1) = (\psi_h, 1)\]

\[= \mathcal{D}(\psi_h, 1) + 3\mathcal{B}(u_h, 1) = 0.\]

To show the conservation of $E_2$, we first claim and later prove two identities

\[(23) \quad (u_{ht}, u_h - 3v_h) = 0\]

and

\[(24) \quad (u_{ht}, v_h) = (u_h, v_{ht}).\]

These two relations ensure that

\[(25) \quad (u_{ht}, u_h - 3v_h) = \frac{1}{2} \frac{d}{dt} \int_I (u_h^2 - 3u_h v_h) dx = 0.\]

It means that the quantity $E_2 = \int_I (u_h^2 - 3u_h v_h) dx$ is preserved by the DDG-C discretization:

\[(26) \quad E_2 = \int_I (u_h^2 - 3u_h v_h) dx = E_2(0).\]

(ii) For the DDG-D scheme, (19) yields

\[(27) \quad (u_{ht}, u_h - 3v_h) \leq 0.\]

This together with (24) ensures that

\[(28) \quad \frac{d}{dt} E_2 = 2(u_{ht}, u_h - 3v_h) \leq 0.\]
(iii) By choosing \( \eta = v_h \) in equation (21) with the numerical fluxes (22), we have

\[
(u_h, v_h) = 4\|v_h\|^2 + D(v_h, v_h)
\]

\[
= 4\|v_h\|^2 + \|v_{hx}\|^2 + \sum_j \left( \frac{\beta [v_h]^2}{h} + 2v_{hx}^\theta [v_h] \right)_{j-\frac{1}{2}}.
\]

As shown in [35], a suitably large \( \beta > 1 \) can be made to ensure

\[
\|v_{hx}\|^2 + \sum_j \left( \frac{\beta [v_h]^2}{h} + 2v_{hx}^\theta [v_h] \right)_{j-\frac{1}{2}} \geq 0.
\]

Then we have

\[
4\|v_h\|^2 \leq (u_h, v_h) \leq \|u_h\|\|v_h\|,
\]

hence

\[
\|v_h\| \leq \frac{1}{4}\|u_h\|.
\]

From (26), we obtain

\[
\|u_h\|^2 = E_2(t) + 3(u_h, v_h) \leq E_2(0) + \frac{3}{4}\|u_h\|^2.
\]

Hence \( \|u_h\|^2 \leq 4E_2(0) \). Using (30) we verify that \( E_2(0) \leq \frac{7}{4}\|u_0\|^2 \), so

\[
\|u_h\| \leq 2\sqrt{E_2(0)} \leq \sqrt{7}\|u_0\|
\]

as desired.

We now conclude by verifying two claims (23) and (24), respectively. First we choose in equations (21), (14)-(15) test functions as

\[
\eta = \psi_h, \quad w = u_h - 3v_h, \quad r = -v_h,
\]

so that

\[
4(v_h, \psi_h) + D(v_h, \psi_h) - (u_h, \psi_h) = 0,
\]

\[
(u_{ht}, u_h - 3v_h) + B(u_h, u_h - 3v_h) + (\psi_h, u_h - 3v_h) = 0,
\]

\[
-(\psi_h, v_h) - D(\psi_h, v_h) + 3B(u_h, v_h) = 0.
\]

Summing the above three equations together, we arrive at

\[
(u_{ht}, u_h - 3v_h) + B(u_h, u_h) + D(v_h, \psi_h) - D(\psi_h, v_h) = 0.
\]

Taking into account the properties (18) and (20) of the two operators \( B \) and \( D \), we obtain (23). For the Lax-Friedrich flux we have (19), hence (27).

We next verify (24): we take the time derivative of (21) and choose test functions \( \eta = v_h \) to have

\[
4(v_{ht}, v_h) + D(v_{ht}, v_h) - (u_{ht}, v_h) = 0.
\]

We also choose the test function \( \eta = v_{ht} \) in equation (21) to obtain

\[
4(v_h, v_{ht}) + D(v_h, v_{ht}) - (u_h, v_{ht}) = 0.
\]

Taking the difference of (35) and (36), we obtain

\[
-(u_{ht}, v_h) + D(v_{ht}, v_h) - D(v_h, v_{ht}) + (u_h, v_{ht}) = 0.
\]

With the property (20) of the operator \( D \), we easily obtain (24). □
2.4. **Time discretization.** We now turn to time discretization of (7)-(8). Let \( \{t^n\}, n = 0, 1, \ldots, M \) be a uniform partition of the time interval \([0, T]\). Let \( u_h^0 = Pu_0 \) be the piecewise \( L^2 \) projection of \( u_0(x) \). Given solution \( u_h \) at a time level, we first solve (15) to get \( \psi_h \)

\[
\psi_h = M(u_h).
\]

Using solution \( \psi_h \) to compute solution \( u_h \) in (14), then we obtain

\[
(u_h)_t = L(u_h, \psi_h) = L(u_h, M(u_h)).
\]

We use the third order explicit Runge-Kutta method for time discretization. In details, let \( u_h^n \) be the solution at time level \( n \),

\[
\begin{align*}
 u_h^{(0)} &= u_h^n; \\
 u_h^{(i)} &= \sum_{j=0}^{i-1} (a_{ij} u_h^{(j)} + b_{ij} \Delta t L(u_h^{(j)}, M(u_h^{(j)}))), \quad i = 1, 2, 3; \\
 u_h^{n+1} &= u_h^{(3)},
\end{align*}
\]

where

\[
\begin{align*}
 a_{10} &= b_{10} = 1, \quad a_{20} = \frac{3}{4}, \quad b_{20} = 0, \quad a_{21} = b_{21} = \frac{1}{4}, \\
 a_{30} &= \frac{1}{3}, \quad b_{30} = a_{31} = b_{31} = 0, \quad a_{32} = b_{32} = \frac{2}{3}.
\end{align*}
\]

3. **Numerical examples**

One of the features of the DP equation, as for the CH equation, is that it admits a class of weak solutions known as peakons. A peakon (peaked soliton) is a wave of the form \( u = m_0 G(x - x_0) \) where

\[ G(x) = e^{-|x|}. \]

The \( n \)--peakon solution of the DP equation is a superposition of interacting peakons,

\[ u(x, t) = \sum_{j=1}^{n} m_j(t) G(x - x_j(t)), \]

whose positions \( x_j(t) \) and momenta \( m_j(t) \) are governed by the

\[ \dot{x}_j = u(x_j), \quad \dot{m}_j = -2m_j u_x(x_j). \]

The DP peakon ODE system can be solved explicitly in terms of elementary functions, see [39, 40]. For example, it admits a shock peakon solution of the form

\[ u(x, t) = -\frac{1}{1+t} \text{sign}(x)e^{-|x|}. \]

We shall present different combinations of peakons and test their evolution and interactions.

We also verify the conservative property of the DDG method, and compare it with a non-conservative DDG method. As mentioned in Remark 2.2 earlier, DDG-C is used to denote our DDG method with conservative numerical fluxes

\[
\hat{f}(u_h) = \frac{\int_{u_h^-}^{u_h^+} f(u)du}{[u_h]}, \quad \hat{\psi}_{hx} = \beta \frac{\psi_h}{h} + \theta \psi_{hx}^+ + (1 - \theta)\psi_{hx}^-, \quad \hat{\psi}_h = (1 - \theta)\psi_h^+ + \theta \psi_h^-. 
\]
The DDG-D method denotes the DDG method with the dissipative numerical fluxes

\[ \hat{f}(u_h^-, u_h^+) = \frac{1}{2} \left( f(u_h^-) + f(u_h^+) - \sigma(u_h^+ - u_h^-) \right), \]

\[ \hat{\psi}_{hx} = \beta \left[ \frac{\psi_h}{h} \right] + \theta \psi_h^- + (1 - \theta) \psi_h^+, \quad \hat{\psi}_h = (1 - \theta) \psi_h^+ + \theta \psi_h^- , \]

where \( \sigma = \max_{u \in (u_h^-, u_h^+)} |f'(u)|. \)

**Example 3.1. Accuracy test**

The peaked traveling wave solution is

\[ u(x, t) = ce^{-|x-ct|}, \]

where \( c = 0.25 \) is the wave speed. The accuracy is measured in the smooth parts of the solution, 1/20 of the computational domain away from the peak. We test the \( P^k \) polynomial approximation on uniform meshes. The \( L^2 \) errors and the numerical orders of accuracy for \( k = 0, 1, 2, 3, 4 \) with different \( \theta = 0, 1/2, 1 \) at time \( t = 1 \) are reported in Table 1. We can clearly see that the DDG-C methods achieve the optimal convergence rates for \( P^k \) elements. Different choices of \( \theta \) are shown to yield the same order of accuracy. Thus in the following examples, we simply take the numerical fluxes (41) or (42) with only \( \theta = 0 \).

<table>
<thead>
<tr>
<th>( \theta )</th>
<th>( L^2 ) error</th>
<th>order</th>
<th>( \theta = 1/2 )</th>
<th>( L^2 ) error</th>
<th>order</th>
<th>( \theta = 1 )</th>
<th>( L^2 ) error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P^0 )</td>
<td>20</td>
<td>3.5588e-02</td>
<td>-</td>
<td>20</td>
<td>3.5588e-02</td>
<td>-</td>
<td>20</td>
<td>3.5588e-02</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>9.5567e-03</td>
<td>1.91</td>
<td>40</td>
<td>9.5567e-03</td>
<td>1.91</td>
<td>40</td>
<td>9.5567e-03</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>4.9544e-03</td>
<td>1.21</td>
<td>80</td>
<td>4.9544e-03</td>
<td>1.21</td>
<td>80</td>
<td>4.9544e-03</td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>2.0846e-03</td>
<td>0.97</td>
<td>160</td>
<td>2.0846e-03</td>
<td>0.97</td>
<td>160</td>
<td>2.0846e-03</td>
</tr>
<tr>
<td>( P^1 )</td>
<td>20</td>
<td>1.3575e-02</td>
<td>-</td>
<td>20</td>
<td>1.3671e-02</td>
<td>-</td>
<td>20</td>
<td>1.3797e-02</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>2.0288e-03</td>
<td>2.74</td>
<td>40</td>
<td>2.0430e-03</td>
<td>2.74</td>
<td>40</td>
<td>2.0176e-03</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>3.6435e-04</td>
<td>2.48</td>
<td>80</td>
<td>3.6580e-04</td>
<td>2.48</td>
<td>80</td>
<td>3.6188e-04</td>
</tr>
<tr>
<td>( P^2 )</td>
<td>20</td>
<td>2.2381e-03</td>
<td>-</td>
<td>20</td>
<td>1.0391e-03</td>
<td>-</td>
<td>20</td>
<td>1.0761e-03</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>1.7535e-04</td>
<td>3.67</td>
<td>40</td>
<td>2.0209e-04</td>
<td>2.36</td>
<td>40</td>
<td>2.0193e-04</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>1.8599e-05</td>
<td>3.24</td>
<td>80</td>
<td>1.7108e-05</td>
<td>3.56</td>
<td>80</td>
<td>1.7065e-05</td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>2.2227e-06</td>
<td>3.06</td>
<td>160</td>
<td>2.0090e-06</td>
<td>3.09</td>
<td>160</td>
<td>2.0066e-06</td>
</tr>
<tr>
<td>( P^3 )</td>
<td>20</td>
<td>2.0603e-03</td>
<td>-</td>
<td>20</td>
<td>2.0728e-03</td>
<td>-</td>
<td>20</td>
<td>1.9886e-03</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>1.3589e-04</td>
<td>3.92</td>
<td>40</td>
<td>1.3419e-04</td>
<td>3.95</td>
<td>40</td>
<td>1.3276e-04</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>1.1182e-05</td>
<td>6.93</td>
<td>80</td>
<td>1.1035e-05</td>
<td>6.93</td>
<td>80</td>
<td>1.0848e-05</td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>6.3932e-08</td>
<td>4.13</td>
<td>160</td>
<td>6.7089e-08</td>
<td>4.04</td>
<td>160</td>
<td>6.7157e-08</td>
</tr>
<tr>
<td>( P^4 )</td>
<td>20</td>
<td>1.9388e-03</td>
<td>-</td>
<td>20</td>
<td>1.9425e-03</td>
<td>-</td>
<td>20</td>
<td>1.9027e-03</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>1.6316e-04</td>
<td>3.57</td>
<td>40</td>
<td>1.6277e-04</td>
<td>3.58</td>
<td>40</td>
<td>1.6218e-04</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>2.6214e-06</td>
<td>5.96</td>
<td>80</td>
<td>2.6026e-06</td>
<td>5.96</td>
<td>80</td>
<td>2.6164e-06</td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>1.5356e-08</td>
<td>7.42</td>
<td>160</td>
<td>1.6543e-08</td>
<td>7.31</td>
<td>160</td>
<td>1.6537e-08</td>
</tr>
</tbody>
</table>
Example 3.2. Peakon solution

In this example, we present the wave propagation of the peakon solution

\[ u(x, t) = ce^{-|x-ct|}, \]

where \( c = 1 \) is the wave speed. The computational domain is \([-40, 40]\). We use the \( P^4 \) element with \( N = 228 \) cells to resolve the peak. Figure 1 shows the plots of the \( E_1, E_2 \) and \( E_3 \) from \( t = 0 \) to \( t = 1000 \) of the two methods, DDG-C and DDG-D respectively. According to Theorem 2.1, the DDG-C scheme conserves \( E_1 \) and \( E_2 \). We confirmed that the DDG-C scheme preserves these two invariants, while the DDG-D scheme actually does not conserve \( E_2 \) and \( E_3 \), and the dissipation is clearly observed. On the other hand, Figure 1 shows that the DDG-C scheme almost preserves the value of \( E_3 \) even though this has not been verified in our theoretical analysis. Figure 2 plots the peakon solutions of the DDG-C method and DDG-D method at \( t = 0, 100, 250, 520, 740 \) and 1000. The exact solution is provided as a reference in the plot. The DDG-D method has a large phase error, while the DDG-C method method gives quite a good approximation to the exact solution.

\[ E_1(u) = \int_I u \, dx \quad E_2(u) = \int_I (u^2 - 3uv) \, dx \quad E_3(u) = \int_I u^3 \, dx \]

Figure 1. Example 3.2: Time history of the \( E_1, E_2 \) and \( E_3 \) plots using DDG-C and DDG-D methods. \( P^4 \) elements and a uniform mesh with \( N = 228 \) cells.

Example 3.3. Anti-peakon solution

In this example, we present the wave propagation of the anti-peakon solution

\[ u(x, t) = ce^{-|x-ct|}, \]

where \( c = -1 \) is the wave speed. The computational domain is \([-40, 40]\). We use the \( P^4 \) element with \( N = 228 \) cells to resolve the peak. The numerical results were qualitatively entirely consistent with those in Example 3.2. We plot in Figure 3 the values of \( E_1, E_2, E_3 \) from \( t = 0 \) to \( t = 1000 \) of the two methods, DDG-C and DDG-D respectively. We confirmed that the DDG-C method preserves the values of \( E_1 \) and \( E_2 \), and almost preserves the value of \( E_3 \), but the DDG-D method conserves only \( E_1 \), and the dissipation is clearly observed. In Figure 4, the peakon profile at \( t = 0, 100, 250, 520, 740 \) and 1000 are shown. Again, one observes a large phase error in the DDG-D solution, while the DDG-C method match the exact solution very well.

Example 3.4. Two-peakon interaction

In this example we consider the two-peakon interactions \([22, 38, 47]\) of the DP equation with the initial condition

\[ u_0(x) = \phi_1(x) + \phi_2(x), \quad \phi_i(x) = c_i e^{-|x-x_i|}, \quad i = 1, 2, \]

where \( c_1 = 2, c_2 = 1, x_1 = -13.792, x_2 = -4 \). The computational domain is \([-40, 40]\). We use the \( P^3 \) element with \( N = 512 \) cells in our computation by the DDG methods. Figure 5 shows
the time evolution of the values $E_1, E_2, E_3$ up to time $t = 200$ of the two methods, DDG-C and DDG-D respectively. We see clearly that the DDG-C scheme preserves $E_1, E_2$, while the DDG-D scheme does not conserve $E_2, E_3$, and the dissipation is clearly observed. Figure 6 plots the snapshots at different times, together with the exact solution. We see that the moving peakon interaction is resolved very well.
Example 3.5. Two-anti-peakon interaction

In this example we consider the two-anti-peakon interaction [22, 38, 47] of the DP equation with the initial condition

\begin{equation}
    u_0(x) = \psi_1(x) + \psi_2(x), \quad \psi_i(x) = -c_i e^{-|x+\sigma_i|}, \quad i = 1, 2,
\end{equation}

where $c_1 = 2$, $c_2 = 1$, $x_1 = -13.792$, $x_2 = -4$. The computational domain is $[-40, 40]$. We use the $p^3$ element with $N = 512$ cells in our computation by the DDG method. The values of $E_2, E_3$ up to time $t = 200$ are shown in Figure 7. We confirmed that the DDG-C scheme preserves $E_1$ and $E_2$, but the DDG-D scheme actually does not conserve $E_2, E_3$. Figure 8 shows the numerical solutions by DDG-C method and DDG-D method at $t = 0, 10, 100$ and $200$. Similar to the Example 3.4, better performance of the DDG-C method is observed.

From the above four examples, we observe that, compared to the non-conservative scheme DDG-D, the conservative scheme DDG-C preserve the values of $E_1, E_2$, and almost preserve the value $E_3$, which is entirely consistent with the theoretical results. We also note that, in the long-time simulation, the numerical solution by DDG-C method has smaller phase error. This implies the DDG-C method is preferred over the DDG-D method. Therefore we conclude that the conservative scheme DDG-C is more efficient.

To compare with existing numerical methods of the DP equation, we further test the proposed DDG method in capturing the shock solutions of the DP equation. In what follows, we choose the adaptive numerical fluxes in order to capture the strong shocks,

\begin{equation}
    \hat{f}(u^-, u^+) = \begin{cases} 
        \frac{\int_{u^-}^{u^+} f(u) du}{[u]}, & \text{if } |u^+ - u^-| \leq 10^{-2}, \\
        \frac{1}{2} (f(u^-) + f(u^+) - \epsilon (u^+ - u^-)), & \text{otherwise},
    \end{cases}
\end{equation}

\begin{equation}
    \sigma = \max_{u \in [u^-, u^+]} |f'(u)|, \quad \hat{\psi} = \beta \frac{|\psi|}{h} + \psi^-, \quad \hat{\psi} = \psi^+.
\end{equation}

Here we set $10^{-2}$ as the shock detector. We use the TVBM limiter [6] to remove the oscillation near the discontinuity of $u$.

Example 3.6. Shock peakon solution

In this example, we present the wave evolution of the shock peakon solution [47]

\begin{equation}
    u(x, t) = -\frac{1}{1+t} \text{sign}(x)e^{-|x|}.
\end{equation}
The computational domain is \([-30, 30]\). In our computation by the DDG method, we use the \(P^4\) element with \(N = 228\) cells to resolve the shock peakon. In Figure 9, the shock peakon profile at \(t = 0, 1, 2, 6\) are shown. We see clearly that the numerical solution agrees quite well with the exact one. The shock interface is very sharp, and there is no numerical oscillation observed for the proposed DDG method. The results agree with those obtained in [47].
Example 3.4: Time history of the $E_1$, $E_2$ and $E_3$ plots using DDG-C and DDG-D methods. $P^3$ elements and a uniform mesh with $N = 512$ cells.

Figure 5.

Example 3.4: The peakon profile of the DP equation with the initial condition (46). Periodic boundary condition in $[-40, 40]$. $P^3$ elements and a uniform mesh with $N = 512$ cells.

Example 3.7. Shock formation

In this example, we consider the shock formation [9, 22, 47] of DP equation with the initial condition

\begin{equation}
    u_0(x) = e^{0.5x^2} \sin(\pi x).
\end{equation}

The computational domain is $[-2, 2]$. We perform computation on 100 cells with $P^4$ elements. The numerical solutions at four different times $t = 0, 0.18, 0.5, 1.1$ are plotted in Figure 10. The
shock interface is very sharp. There are only two transition points in the position of shocks and no numerical oscillation is observed. The results agree with those in [9, 22, 47].

We also numerically investigate the dissipation of $E_2$ in the presence of shocks with the three schemes, denoted by DDG-M, DDG-A and DDG-L, respectively. These schemes reflect only different choices of the numerical flux $\hat{f}(u)$ and the way of using the TVBM limiter. DDG-M corresponds to the modified numerical flux (48), with no TVBM limiter before the time $t = 0.15$; DDG-A still corresponds to the modified numerical flux (48), but with the TVB limiter all the

$E_1(u) = \int_I u \, dx$

$E_2(u) = \int_I (u^2 - 3uv) \, dx$

$E_3(u) = \int_I u^3 \, dx$

Figure 7. Example 3.5: Time history of the $E_1$, $E_2$ and $E_3$ plots using DDG-C and DDG-D methods. $P^3$ elements and a uniform mesh with $N = 512$ cells.

Figure 8. Example 3.5: The peakon profile of the DP equation with the initial condition (47). Periodic boundary condition in $[-40, 40]$. $P^3$ elements and a uniform mesh with $N = 512$ cells.
Figure 9. Example 3.6: Shock peakon solution of DP equation with the exact solution (49). Periodic boundary condition in $[-30, 30]$. $P^4$ elements and a uniform mesh with $N = 228$ cells.

Example 3.8. Symmetric peak and anti-peak interaction

In this example, we consider the symmetric peak and anti-peak interaction [22, 38, 47] of DP equation with initial condition

$$u_0(x) = e^{-|x+5|} - e^{-|x-5|}.$$ 

The computational domain is $[-20, 20]$. We use $P^4$ element with $N = 256$ cells in our computation by the DDG method. The numerical solution at four different times are plotted in Figure 12. The interaction process can be visualized from a series of snapshots: $t = 0$ (two peakon), $t = 4$ (before collision), $5$ (collision), $7$ (after collision, one shock peakon). We see that a stationary shock peakon is formed at $t \approx 5$ and evolution follows one shock peakon solution. The interaction is resolved very well. The DDG method can automatically capture the shock and shock interface is very sharp. There is no numerical oscillation during the peakon and anti-peakon interaction.
Example 3.7. Shock peakon solution of DP equation with the initial condition (50). Periodic boundary condition in \([-2, 2]\). \(P^4\) elements and a uniform mesh with \(N = 100\) cells.

Example 3.9. Nonsymmetric peak and anti-peak interaction
In this example, we consider the nonsymmetric peak and anti-peak interaction [22, 38, 47] of DP equation with initial condition
\begin{equation}
    u_0(x) = 2e^{-|x+5|} - e^{-|x-5|}.
\end{equation}

The computational domain is $[-25, 25]$. We use $P^4$ element with $N = 256$ cells in our computation by the DDG method. Initially, a peakon of amplitude 2.0 and an antipeakon of amplitude 1.0 are located at $x_1 = -5.0$ and $x_2 = 5.0$, respectively. Based on the results by Lundmark [38], two peakon solutions hold until $t < t_c = 3.3626$. At $t = t_c$, a moving shock peakon is formed. Figure 13 shows the snapshots of the numerical solution before and after the collision. It shows that all of them agree quite well with the numerical result obtained by Xu and Shu [47]. We can see that a stationary shock peakon is formed at $t \approx 3.362$ and evolution follows one shock peakon solution. The interaction is resolved very well. The DDG method can automatically capture the shock and there is no numerical oscillation during the peakon and anti-peakon interaction.

**Example 3.10.** Triple interaction

In this example, we consider the peakon, shock peakon and anti-peakon interaction of DP equation with initial condition
\begin{equation}
    u_0(x) = e^{-|x+5|} + \text{sign}(x)e^{-|x|} - e^{-|x-5|}.
\end{equation}
Figure 13. Example 3.9: Nonsymmetric peak and anti-peak interaction of DP equation with the initial condition (52). Periodic boundary condition in $[-25, 25]$. $P^4$ elements and a uniform mesh with $N = 256$ cells.

The computational domain is $[-25, 25]$. We use $P^4$ element with $N = 256$ cells in our computation by the DDG method. This triple collision was studied theoretically in [38] and numerically in [9, 22, 47]. Figure 14 displays the snapshots at different times. We observed the similar phenomenon as those in [47]. We see clearly that the interaction is resolved very well and shock interface is very sharp.

Acknowledgments

Liu’s research was partially supported by DMS09-07963. Huang’s research was supported in part by the NSFC Key Project (11031006), Hunan Provincial NSF Project (10JJ7001), and Hunan Education Department Key Project (10A117). Yi’s research was supported by NSFC Project (11201397), Hunan Education Department Project (12B127), and Hunan Provincial NSF Project (12JJ4004)

References

Figure 14. Example 3.10: Peakon, shock peakon and anti-peakon interaction of DP equation with the initial condition (53). Periodic boundary condition in $[-25, 25]$. $P^4$ elements and a uniform mesh with $N = 256$ cells.
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