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A B S T R A C T

In this work, we propose a high order alternating evolution discontinuous Galerkin (AEDG) method to solve convection–diffusion equations. The difficulties related to numerical fluxes of DG methods for diffusion problems have been a major issue of investigation in the literature. The AEDG scheme presented here is based on an alternating evolution system for convection–diffusion equations, and therefore no numerical fluxes are needed in the scheme formulation. Moreover, the method is shown to be consistent, conservative and stable. Numerical experiments are provided to show the goodness of the proposed method.
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1. Introduction

Nonlinear PDEs arise in many applications such as differential geometry, fluid mechanics, image processing, meteorology, mesh generation, optimal control, and optimal mass transport. As a result, the solution of each of these application problems critically depends on the solution of their underlying PDEs. Efficient and reliable high order numerical methods for computing the physically relevant solutions of these nonlinear PDEs are highly desired and challenging; see [10].

A grid-based discontinuous Galerkin (DG) method, called the alternating evolution discontinuous Galerkin (AEDG) method, has been recently developed in [18] for the Hamilton–Jacobi equation – a class of first order fully nonlinear PDEs. Our interest is to extend the AEDG methodology to solve second order PDEs. In this paper, we describe the designing principle of the AEDG scheme through the following model equation,

\[ \partial_t \phi + \nabla_x \cdot f(\phi) = \Delta_x a(\phi), \quad \phi(x, 0) = \phi_0(x), \quad x \in \mathbb{R}^d, \quad t > 0, \]

where \( f(\phi) \) is a vector flux, and \( a \) is a smooth function satisfying \( a' \geq 0 \). These equations are also of great practical importance since they and variations model a variety of physical phenomena that appear in fluid mechanics, astrophysics, groundwater flow, traffic flow, semiconductor device simulation, and magneto-hydrodynamics, among many others.

The alternating evolution framework was originally introduced in [14], in which the hyperbolic conservation law, i.e. (1.1) with \( a = 0 \), is connected to an alternating evolution (AE) system

\[ \begin{align*}
\partial_t u + \nabla_x \cdot f(v) &= \frac{1}{\epsilon} (v - u), \\
\partial_t v + \nabla_x \cdot f(u) &= \frac{1}{\epsilon} (u - v).
\end{align*} \]

(1.2a)

(1.2b)
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The solution of this system when taking the same initial data \( \phi_0(x) \) for two components will recover the entropy solution of the corresponding conservation law, independent of \( \epsilon \). The idea using the AE system as a numerical device has been elaborated further in [3,25,17,18]. More precisely, local AE finite volume schemes by Saran and Liu in [3,25] for hyperbolic conservation laws, a high resolution AE finite difference scheme by Liu, Pollack, and Saran in [17] for Hamilton–Jacobi equations, and a high order AEDG scheme by Liu and Pollack in [18] for Hamilton–Jacobi equations. This work generalizes these earlier developments to second order PDEs for the first time.

A distinct advantage of the existing AE schemes is that no numerical fluxes are needed in the scheme formulation. Instead, the communication with neighboring solution representatives \( \phi^{SN} \) is through an AE formulation

\[
\partial_t \phi + \nabla_x \cdot f(\phi^{SN}) = \Delta a(\phi^{SN}) + \frac{1}{\epsilon}(\phi^{SN} - \phi).
\]

In this formulation, whenever a spatial derivative is evaluated, the neighboring polynomials will be used in the computation, since the evaluation of the solution at the interface is in the continuous region of the neighboring solution representatives. This reformulation is then sampled by each representative over alternating grids. The semi-discrete scheme for (1.1) in one dimensional case thus has the following form:

\[
\int_{I_j} \left( \partial_t \Phi_j + \partial_x f(\Phi_j^{SN}) - \partial_x^2 a(\Phi_j^{SN}) \right) \eta dx = \left( -[f(\Phi_j^{SN})] \eta + [\partial_x a(\Phi_j^{SN})] \eta_x - [a(\Phi_j^{SN})] \eta_x \right) |_{x=x_j} + \frac{1}{\epsilon} \left( \int_{I_j} \Phi_j^{SN} \eta dx - \int_{I_j} \Phi_j \eta dx \right),
\]

where \( x_j \) is the grid point in the cell \( I_j \), in which numerical solution is denoted by \( \Phi_j \); \( \Phi_j^{SN} \) are sampled from neighboring polynomials \( \Phi_{j \pm 1} \). The initial condition is taken as the \( L^2 \) projection of \( \phi_0(x) \) into the relevant numerical solution space.

The model we consider is in conservative form, so one may also apply an existing numerical flux-based DG method. In fact, the discussion on the difficulties related to numerical fluxes of DG methods for diffusion problems has attracted a lot of attention in the literature. For example, we mention the method by Bassi and Rebay [6] for compressible Navier–Stokes equations, its generalization called the local discontinuous Galerkin (LDG) methods by Cockburn and Shu [8], the method by Baumann, Oden et al. [21,5], the recovery type DG method by van Leer and Nomura [16] (see also [24]), the DDG method by Liu and Yan [19,20], and the hybridizable discontinuous Galerkin (HDG) method of Cockburn et al. [7]. Also in the 1970s, Galerkin methods for elliptic and parabolic problems using discontinuous finite elements, called the interior penalty (IP) methods, were independently introduced and studied; see, e.g., [1,4,26]. We refer to [2] for a unified analysis of DG methods for elliptic problems and background references for the IP methods.

In this article we have two objectives: (i) to present the construction of the AEDG method; (ii) to verify the stability of the method and illustrate its numerical performance. The construction for (i) is based on sampling the AE system of the convection–diffusion equation by a polynomial representative near each grid point, and it is carried out by allowing the neighboring polynomials to overlap. It is similar to the central DG methods [15,22,23] in the sense that whenever a spatial derivative is evaluated, the neighboring polynomials (or the other representatives in the central DG scheme) are used. The closely related methods are the two versions of the central local discontinuous Galerkin (LDG) methods for diffusion problems recently introduced in [23], where the equation is rewritten as a system of first-order equations and two polynomial representatives are used on two sets of overlapping meshes. Therefore, in the one dimensional case, four unknowns are needed to be resolved on each computational cell. The present AEDG method involves only one unknown near each grid point, independent of the spatial dimension.

The stability analysis for (ii) is subtle. Even for the linear diffusion case, the stability property is not obvious from the scheme formulation. We overcome this difficulty by a special regrouping of mixed terms combined with the use of some inverse inequalities. The difference between this work, and the work in [23] is more delicate than the difference between some direct DG methods such as those in [9,19,20] and the LDG method in [8]. Roughly speaking, in direct DG methods for diffusion, stability can be enforced by tuning ‘penalty’ parameters in the numerical flux, but there is no such mechanism to use in the AEDG formulation.

Regarding the numerical performance, the advantage of the AEDG scheme compared to the central LDG schemes in [23] is more pronounced in the multi-dimensional case. The AE framework results in an easy formulation of the scheme where the solution spatial derivatives are computed using the closest neighboring polynomials.

For the model equation (1.1), the AEDG method provides an alternative algorithm to other existing numerical flux-based direct DG methods, see e.g., [16,9,19,20], with comparable computational costs. Another advantage of the AEDG method is its potential for solving second order fully nonlinear PDEs, for which most numerical flux-based DG methods are no longer applicable in a straightforward manner.

The article is organized as follows: in Section 2, we formulate the AEDG method for the one-dimensional convection–diffusion equations. In Section 3, properties of scheme conservation and stability are analyzed for the linear convection–diffusion equation and, as a result, the bound for the parameter \( \epsilon \) is justified. In Section 4, the scheme is extended to the
2. Alternating evolution DG methods

Our numerical schemes consist of a semi-discrete formulation based on sampling of the AE system on alternating grids and a fully discrete version by using an appropriate Runge–Kutta solver.

2.1. The AEDG formulation

We develop an AE discontinuous Galerkin (AEDG) method for the one-dimensional convection diffusion equation

\[ \partial_t \phi + \partial_x f(\phi) = \partial^2_x (a(\phi)), \quad (2.1) \]

subject to initial data \( \phi_0(x) \). We divide the spatial domain to form a uniform grid with grid points \( x_j \). We denote \( I_j = (x_{j-1}, x_{j+1}) \) for \( j = 2, \ldots, N - 1 \), \( I_1 = (x_1, x_2) \) and \( I_N = (x_{N-1}, x_N) \), with mesh \( \Delta x = x_{j+1} - x_j \). Here the uniform grids are taken only for easy presentation, nonuniform grids work as well, though for nonuniform grids \( x_j \) is no longer a center point in \( I_j \). Centered at each grid \( x_j \), the numerical approximation is a polynomial \( \Phi|_{I_j} = \Phi_j(x) \in P^k \), where \( P^k \) denotes a linear space of all polynomials of degree at most \( k \):

\[ P^k := \{ p \mid p(x)|_{I_j} = \sum_{0 \leq i \leq k} a_i (x - x_j)^i, \quad a_i \in \mathbb{R} \}. \]

We denote \( \nu(x^\pm) = \lim_{\epsilon \to 0^\pm} \nu(x + \epsilon) \), and \( \nu^+_j = \nu(x_j^+) \). The jump at \( x_j \) is \( [\nu]|_{I_j} = \nu(x_j^+) - \nu(x_j^-) \). The AE system for \( (2.1) \) is

\[ \partial_t u + \partial_x f(v) - \partial^2_x (a(u)) = \frac{1}{\epsilon} (v - u), \]

\[ \partial_t v + \partial_x f(u) - \partial^2_x (a(u)) = \frac{1}{\epsilon} (u - v). \]

Integrating this AE formulation over \( I_j \) against the test function \( \eta \in P^k(I_j) \), the semi-discrete AEDG scheme is to find \( \Phi|_{I_j} \in P^k \) such that

\[ \int_{I_j} (\partial_t \Phi_j + \partial_x f(\Phi^S_j) - \partial^2_x a(\Phi^S_j)) \eta dx = \left( - \int f(\Phi^S_j) \eta + [\partial_x a(\Phi^S_j)] \eta - [a(\Phi^S_j)] \eta \right)_{x=x_j} \]

\[ + \frac{1}{\epsilon} \left( \int_{I_j} \Phi^S_j \eta dx - \int_{I_j} \Phi_j \eta dx \right), \quad (2.2) \]

where \( \Phi^S_j \) are sampled from neighboring polynomials \( \Phi_{j\pm 1} \) in the following way:

\[ \int_{I_j} \partial^2_x a(\Phi^S_j) \eta dx = \int_{x_{j-1}}^{x_j} \partial^2_x a(\Phi_{j-1}) \eta dx + \int_{x_j}^{x_{j+1}} \partial^2_x a(\Phi_{j+1}) \eta dx, \]

\[ \int_{I_j} \partial_x f(\Phi^S_j) \eta dx = \int_{x_{j-1}}^{x_j} \partial_x f(\Phi_{j-1}) \eta dx + \int_{x_j}^{x_{j+1}} \partial_x f(\Phi_{j+1}) \eta dx, \]

\[ \int_{I_j} \Phi^S_j \eta dx = \int_{x_{j-1}}^{x_j} \Phi_{j-1} \eta dx + \int_{x_j}^{x_{j+1}} \Phi_{j+1} \eta dx, \]

\[ [f(\Phi^S_j)]_{x=x_j} = f(\Phi_{j+1}(x_j^+)) - f(\Phi_{j-1}(x_j^-)), \]

\[ [\partial_x a(\Phi^S_j)]_{x=x_j} = \partial_x a(\Phi_{j+1}(x_j^+)) - \partial_x a(\Phi_{j-1}(x_j^-)), \]

\[ [a(\Phi^S_j)]_{x=x_j} = a(\Phi_{j+1}(x_j^+)) - a(\Phi_{j-1}(x_j^-)). \]
Note that the terms at \( x_j \) are needed since
\[
\phi_j^{SN} = \begin{cases} 
\Phi_j^{-1}(x) & x_j-2 < x < x_j \\
\Phi_j^{+1}(x) & x_j < x < x_{j+2}
\end{cases}
\]
are not required to be continuous at \( x_j \), hence \( \lim_{\delta \to 0} (\phi_j^{SN}) \partial_x f(\phi_j^{SN}) = \partial_x a(\phi_j^{SN}) / \delta \) does not vanish, instead it can be approximated by
\[
[f(\phi_j^{SN})] \eta - [\partial_x a(\phi_j^{SN})] \eta + [a(\phi_j^{SN})] \eta.
\]
To update each grid-centered polynomial element \( \Phi \), we write the compact form of the semi-discrete scheme
\[
\frac{d}{dt} \int_l \phi_j \eta dx = L[\Phi_j; \phi_j^{SN}, \eta],
\]
where
\[
L[\Phi_j; \phi_j^{\pm1}, \eta] = \frac{1}{\epsilon} \int_l (\phi_j^{SN} - \phi_j) \eta dx - \int_l \partial_x f(\phi_j^{SN}) \eta dx + \int_l \partial_x^2 a(\phi_j^{SN}) \eta dx
\]
\[
+ \left( [-f(\phi_j^{SN})] \eta + [\partial_x a(\phi_j^{SN})] \eta - [a(\phi_j^{SN})] \eta \right) \mid_{x=x_j}.
\]
For cells near the boundary we treat with care. For a computational domain \([a, b]\) with \( x_1 = a, x_N = b \) and \( \Delta x = (b - a)/N \), the two equations near boundary may be given as
\[
\int_{x_1}^{x_2} (\partial_t \Phi_{j+1} + \partial_x f(\Phi_{j+1}) - \partial_x^2 a(\Phi_{j+1})) \eta dx = \frac{1}{\epsilon} \left( [-f(\Phi_1^{SN})] \eta + [\partial_x a(\Phi_1^{SN})] \eta - [a(\Phi_1^{SN})] \eta \right) \mid_{x=x_1}
\]
\[
+ \frac{1}{\epsilon} \int_{x_1}^{x_2} (\Phi_{j+1} - \Phi_{j}) \eta dx,
\]
\[
\int_{x_{N-1}}^{x_N} (\partial_t \Phi_{N-1} + \partial_x f(\Phi_{N-1}) - \partial_x^2 a(\Phi_{N-1})) \eta dx = \frac{1}{\epsilon} \left( [-f(\Phi_N^{SN})] \eta + [\partial_x a(\Phi_N^{SN})] \eta - [a(\Phi_N^{SN})] \eta \right) \mid_{x=x_N}
\]
\[
+ \frac{1}{\epsilon} \int_{x_{N-1}}^{x_N} (\Phi_{N-1} - \Phi_{N}) \eta dx.
\]
At the left boundary, \( \eta \in P^k(x_1, x_2) \), and on the right boundary, \( \eta \in P^k(x_{N-1}, x_N) \), so that the length of the interval is \( \Delta x \) instead of \( 2\Delta x \).

For the Dirichlet boundary condition, \( \phi(a, t) = g_1(t) \) and \( \phi(b, t) = g_2(t) \), we modify (2.5) by setting
\[
[f(\Phi_1^{SN})] = f(\Phi_2(x_1^+)) - f(g_1(t)),
\]
\[
[a(\Phi_1^{SN})] = a(\Phi_2(x_1^+)) - a(g_1(t)),
\]
\[
[\partial_x a(\Phi_1^{SN})] = 0.
\]
We also modify (2.6) by setting
\[
[f(\Phi_N^{SN})] = f(g_2(t)) - f(\Phi_{N-1}(x_N^, t)),
\]
\[
[a(\Phi_N^{SN})] = a(g_2(t)) - a(\Phi_{N-1}(x_N^, t)),
\]
\[
[\partial_x a(\Phi_N^{SN})] = 0.
\]
In the case of periodic boundary conditions, \( \Phi_t(x) \) is regarded to be identical to \( \Phi(x) \), so \( [\Phi] \) can be computed as \( a(\Phi_1(x_1^+)) - a(\Phi_{N-1}(x_N^, t)) \) at \( x = x_1, x_N \), so can other jump terms.

**Remark 2.1**. In the case of diffusion of the form \( \partial_t (v(\phi) \partial_x \phi) \), only a slight modification is needed. For example, \( [\partial_x a(\Phi)] = [v(\Phi) \partial_x \phi] \), and \( [a(\Phi)] \) may be replaced by \( [v(\Phi)] [\Phi] \), where \( [v(\Phi)] \) denotes the average of \( v(\phi) \) crossing the center points \( x_j \).
The fully discrete scheme follows from applying an appropriate Runge–Kutta solver to (2.3). We summarize the algorithm as follows.

**Algorithm:**

1. **Initialization:** in any cell \( I_j \), compute the initial data by the local \( L^2 \)-projection

\[
\int_{I_j} (\Phi^0 - \Phi_0) \eta \, dx = 0, \quad \eta \in P^k(I_j).
\]  

(2.7)

2. **Alternating evaluation:** take polynomials \( \Phi^n_{j\pm 1}(x) = \Phi^n|_{I_{j\pm 1}} \), and then sample in \( I_j \) to get \( L[\Phi_j^n; \Phi^n_{j\pm 1}, \eta] \) as defined in (2.4).

3. **Evolution:** obtain \( \Phi^{n+1} \) from \( \Phi^n \) by some Runge–Kutta type procedure to solve the ODE system (2.3).

In the fully AEDG schemes, \( \epsilon \) is chosen such that the stability condition,

\[
\Delta t < \epsilon \leq Q (\Delta x)^2
\]  

(2.8)

is satisfied. The choice of \( Q \) depends on the order of the scheme and the diffusion. We suggest the following formula for linear diffusion in which \( a(\phi) \) is replaced with \( \beta \phi \) from (2.1):

\[
\Delta t < \epsilon \leq \frac{(\Delta x)^2}{\beta(k+1)^2 (3(k+1)^2 - 1)}.
\]  

(2.9)

This numerical range for \( \epsilon \) is justified by both **Lemma 2.2** for the lower bound, and the stability analysis in Section 3 for the upper bound, though (2.9) is less restrictive than that obtained from the stability analysis. In the numerical results for \( k = 1 \) and \( k = 2 \), all \( \epsilon \)'s used fall within this range. Note that the scheme is in general inconsistent with the diffusion for the \( P^0 \) case, due to the vanishing of all \( a(\Phi^n_{j\pm 1}) \) related terms in the scheme formulation. For the linear diffusion, \( \epsilon \) can be taken as the upper bound in (2.9), i.e., \( \frac{(\Delta x)^2}{2\beta} \), so to recover the scheme consistency.

To make this point clear, we discuss in detail why further restriction on \( \epsilon \) is needed when taking \( P^0 \) polynomials. In such a case, we can rewrite (2.2) as

\[
\frac{d}{dt} \Phi_j = -\frac{1}{2\Delta x} \left( f(\Phi^n_{j+1}) - f(\Phi^n_{j-1}) \right) + \frac{1}{\epsilon} \left( \frac{\Phi^n_{j+1} + \Phi^n_{j-1}}{2} - \Phi^n_j \right).
\]  

(2.10)

Note that for \( k = 0 \) case, the diffusion related terms in (2.2) vanish. A consistency check using the Taylor expansion shows that for the smooth solution \( \phi(x, t) \),

\[
\frac{1}{\epsilon} \left( \phi(x_{j-1}, t^n) + \phi(x_{j+1}, t^n) - \phi(x_j, t^n) \right) = \frac{(\Delta x)^2}{2\epsilon} (\partial^2_x \phi(x_j, t^n) + O(\Delta x)^2).
\]

Hence it is necessary to choose \( \epsilon = \frac{(\Delta x)^2}{2\beta} \) so that the semi-discrete scheme (2.10) is consistent with

\[
\partial_t \phi + \partial_x f(\phi) = \beta \partial^2_x \phi.
\]  

(2.11)

Furthermore, for the forward Euler time discretization of (2.10),

\[
\frac{\Phi^{n+1}_j - \Phi^n_j}{\Delta t} = -\frac{1}{2\Delta x} \left( f(\Phi^n_{j+1}) - f(\Phi^n_{j-1}) \right) + \frac{1}{\epsilon} \left( \frac{\Phi^n_{j+1} + \Phi^n_{j-1}}{2} - \Phi^n_j \right),
\]  

(2.12)

we have the following statements.

**Lemma 2.2.** (2.12) is consistent with (2.11) if any only if

\[
\epsilon = \frac{(\Delta x)^2}{2\beta}.
\]

For small \( \Delta x \) such that \( \max |f'| \leq \frac{2\beta}{\Delta x^2} \), (2.12) preserves the maximum principle, i.e.,

\[
\min_j \Phi^n_j \leq \Phi^{n+1}_j \leq \max_j \Phi^n_j
\]  

(2.13)

if and only if

\[
\frac{\Delta t}{\epsilon} \leq 1.
\]  

(2.14)
Proof. Equation (2.12) can be rewritten as
\[
\Phi_{j}^{n+1} = \left(1 - \frac{\Delta t}{\epsilon}\right) \Phi_{j}^{n} + \frac{\Delta t}{2\epsilon} \left(\Phi_{j+1}^{n} + \Phi_{j-1}^{n} - \frac{\lambda}{2} \left(f(\Phi_{j+1}^{n}) - f(\Phi_{j-1}^{n})\right)\right),
\]
\[
= \left(1 - \frac{\Delta t}{\epsilon}\right) \Phi_{j}^{n} + \frac{\Delta t}{2\epsilon} \left(\Phi_{j+1}^{n} + \Phi_{j-1}^{n} + \frac{1}{2} \left(\frac{\Delta t}{\epsilon} - \lambda f_{j}'\right)\right) \Phi_{j}^{n},
\]
where \(\lambda = \Delta t/\Delta x\). \(f_{j}' = \partial_{a} f(\cdot)\) with (\cdot) being an immediate value between \(\Phi_{j-1}^{n}\) and \(\Phi_{j+1}^{n}\). For small \(\Delta x\) as specified, we know that \(\max |f'| \leq \frac{\Delta x}{\Delta t} = \frac{2\lambda}{\Delta t}\). Thus, the discrete maximum principle (2.13) holds if (2.14) is met. We can also show that (2.14) is also necessary for (2.13) to hold. Consider the case \(\Phi_{j_{0}}^{0} = 1\) for some \(j_{0}\) and \(\Phi_{j}^{0} = 0\) for \(j \neq j_{0}\). The discrete maximum principle (2.13) requires \(\Phi_{j}^{1} \geq \min \Phi_{j}^{0} = 0\). This when combined with the fact that \(\Phi_{j_{0}}^{1} = (1 - \frac{\Delta t}{\Delta x})\) leads to (2.14).

2.2. Spatial discretization

We now present the AEDG spatial discretization with polynomial elements of degree \(k\).

Let \(\{\phi_{i}(\xi)\}_{i=1}^{k+1}\) be the basis in the master domain \([-1, 1]\), then in each cell \(I_{j}\) we can express
\[
\Phi_{j}(x) = \sum_{l=1}^{k+1} d_{j}^{l} \phi_{i}(\xi) = : \phi^{	op}(\xi) a_{j}, \quad \xi = \frac{x - x_{j}}{\Delta x},
\]
then
\[
\Phi_{j\pm 1}(x) = \sum_{l=1}^{k+1} d_{j\pm 1}^{l} \phi_{i}(\xi \mp 1) = \phi^{	op}(\xi \mp 1) a_{j\pm 1},
\]
and
\[
\partial_{\xi} \Phi_{j\pm 1}(x) = \frac{1}{\Delta x} \sum_{l=2}^{k+1} d_{j\pm 1}^{l} (l-1) \phi_{i}(\xi \mp 1) = \partial_{\xi} \phi^{	op}(\xi \mp 1) a_{j\pm 1}.
\]

A simple calculation of (2.2) gives
\[
M \hat{a}_{j} = -\frac{1}{\epsilon} M a_{j} + \frac{1}{\epsilon} L_{j}, \tag{2.15}
\]
where
\[
M = \Delta x \int_{-1}^{1} \phi(\xi) \phi^{	op}(\xi) d\xi, \quad L_{j} = C_{j-1} + D_{j+1},
\]
with
\[
C_{j-1} = \Delta x \int_{-1}^{0} \phi(\xi) \left[\phi^{	op}(\xi + 1) a_{j-1} - \frac{\epsilon}{h} \partial_{\xi} f(\phi^{	op}(\xi + 1) a_{j-1}) + \frac{\epsilon}{h} \partial_{\xi} a(\phi^{	op}(\xi + 1) a_{j-1})\right] d\xi
+ \epsilon f(\phi^{	op}(1) a_{j-1}) \phi(0) - \frac{\epsilon}{h} \partial_{\xi} a(\phi^{	op}(1) a_{j-1}) \phi(0) + \frac{\epsilon}{h} a(\phi^{	op}(1) a_{j-1}) \partial_{\xi} \phi(0),
\]
\[
D_{j+1} = \Delta x \int_{0}^{1} \phi(\xi) \left[\phi^{	op}(\xi - 1) a_{j+1} - \frac{\epsilon}{h} \partial_{\xi} f(\phi^{	op}(\xi - 1) a_{j+1}) + \frac{\epsilon}{h} \partial_{\xi} a(\phi^{	op}(\xi - 1) a_{j+1})\right] d\xi
- \epsilon f(\phi^{	op}(-1) a_{j+1}) \phi(0) + \frac{\epsilon}{h} \partial_{\xi} a(\phi^{	op}(-1) a_{j+1}) \phi(0) - \frac{\epsilon}{h} a(\phi^{	op}(-1) a_{j+1}) \partial_{\xi} \phi(0).
\]

In the above evaluation, nonlinear terms are handled by using some quadrature of high accuracy.
2.3. Temporal discretization

We now turn to time discretization of (2.15). Let \( \{ t^n \}, n = 0, 1, \ldots, K \) be a uniform partition of the time interval \([0, T]\). Let \( \Phi = P \phi_0 \) be the piecewise \( L^2 \) projection of \( \phi_0(x) \) defined in (2.7), and \( A = [a_1, \ldots, a_N]^T \), then

\[
\dot{A} = G(A).
\]

We use the third order explicit SSP Runge–Kutta method [11] for time discretization. In details, let \( A^{(0)} = A^n \) be the solution at time level \( n \).

\[
\begin{align*}
A^{(1)} &= A^{(0)} + \Delta t G(A^{(0)}), \\
A^{(2)} &= \frac{3}{4} A^{(0)} + \frac{1}{4} \left( A^{(1)} + \Delta t G(A^{(1)}) \right), \\
A^{n+1} &= \frac{1}{3} A^{(0)} + \frac{2}{3} \left( A^{(2)} + \Delta t G(A^{(2)}) \right).
\end{align*}
\]  

(2.16)

3. Properties of the AEDG scheme

With the addition of jump terms from two neighboring polynomials, the AEDG scheme (2.2) is still consistent with (2.1). In fact, if we consider the interval \((x_j, x_{j+1})\), two overlapping polynomials \( \Phi_j \) and \( \Phi_{j+1} \) are numerical approximations to the same solution \( \phi(x, t)|_{(x_j, x_{j+1})} \). Assume \( \phi(x, t) \) is smooth. We replace the numerical solution in (2.2) with the exact solution \( \phi(x, t) \), we see that the left hand side becomes

\[
\int_{I_j} (\partial_t \phi(x, t) + \partial_x f(\phi(x, t)) - \partial^2_x a(\phi(x, t))) \eta \, dx = 0,
\]

and the right hand side can be evaluated as

\[
(-[f(\phi(x, t))) \eta + [\partial_x a(\phi(x, t))] \eta - [a(\phi(x, t))] \eta_k] \bigg|_{x=x_j} + \frac{1}{\epsilon} \left( \int_{I_j} \phi(x, t) \eta \, dx - \int_{I_j} \phi(x, t) \eta \, dx \right) = 0.
\]

Hence the AEDG scheme is consistent with (2.1).

We next show that the semi-discrete AEDG scheme is also conservative and stable.

Theorem 3.1. Let \( \Phi \) be computed from the AEDG scheme for the convection–diffusion equation with periodic boundary conditions. Then

\[
\frac{d}{dt} \left( \sum_{j=1}^{N-1} \int_{x_j}^{x_{j+1}} \frac{\Phi_{j+1} + \Phi_j}{2} \, dx \right) = 0.
\]

Proof. Set \( J(w) = f(w) - a(w)x \). Taking \( \eta = 1 \), \( \Phi_{2i} =: u \) in (2.3) for \( j = 2i \), and \( \Phi_{2i+1} =: v \) in (2.3) for \( j = 2i + 1 \), respectively.

we have

\[
\begin{align*}
\frac{d}{dt} \int_{l_{2i}} u \, dx + \int_{l_{2i}} J_x(v) \, dx + [J(v)]_{l_{2i}} &= \frac{1}{\epsilon} \left( \int_{l_{2i}} v \, dx - \int_{l_{2i}} u \, dx \right), \\
\frac{d}{dt} \int_{l_{2i+1}} v \, dx + \int_{l_{2i+1}} J_x(u) \, dx + [J(u)]_{l_{2i+1}} &= \frac{1}{\epsilon} \left( \int_{l_{2i+1}} u \, dx - \int_{l_{2i+1}} v \, dx \right).
\end{align*}
\]

Note that

\[
[a, b] = \bigcup_{i=1}^{N/2-1} [x_{2i}, x_{2i+1}] = \bigcup_{i=1}^{N/2-1} [x_{2i}, x_{2i+1}].
\]

we sum over all index and use (2.5)–(2.6) to obtain
\[
\frac{d}{dt} \int_a^b u(x) dx + \left( \sum_{i=1}^{N/2} \int_{x_{i-1}}^{x_i} + \sum_{i=1}^{N/2-1} \int_{x_{i+1}}^{x_i} \right) J_x(v) dx + \sum_{i=1}^{N/2-1} [J(v)]_{x_{2i-1}} + \frac{1}{2} [J(v)]_{x_{2i}} = \frac{1}{\epsilon} \int_a^b (v - u) dx,
\]

\[
\frac{d}{dt} \int_a^b v(x) dx + \left( \sum_{i=1}^{N/2} \int_{x_{i-1}}^{x_i} + \sum_{i=1}^{N/2-1} \int_{x_{i+1}}^{x_i} \right) J_x(u) dx + \frac{1}{2} [J(u)]_{x_{2i-1}} + \sum_{i=1}^{N/2-1} [J(u)]_{x_{2i+1}} = \frac{1}{\epsilon} \int_a^b (u - v) dx.
\]

Adding these two relations up, we obtain

\[
\frac{d}{dt} \int_a^b (u + v) dx + J_1 + J_2 = 0,
\]

where the terms in \( J_1 \) and \( J_2 \) are expressed as follows:

\[
J_1 = \left( \sum_{i=1}^{N/2} \int_{x_{i-1}}^{x_i} + \sum_{i=1}^{N/2-1} \int_{x_{i+1}}^{x_i} \right) [J_x(v) + J_x(u)] dx
\]

\[
= - \left( \sum_{i=1}^{N/2-1} [J(u)]_{x_{2i+1}} + \sum_{i=1}^{N/2-1} [J(v)]_{x_{2i}} \right) - J(\Phi_1)(x_1) + J(\Phi_{N-1})(x_{N-1})
\]

\[
- J(\Phi_2)(x_1^+) + J(\Phi_N)(x_N)
\]

and

\[
J_2 = \left( \sum_{i=1}^{N/2-1} [J(u)]_{x_{2i+1}} + \sum_{i=1}^{N/2-1} [J(v)]_{x_{2i}} \right)
\]

\[
+ \frac{1}{2} (J(\Phi_2)(x_1^+) - J(\Phi_0)(x_1^+)) + \frac{1}{2} (J(\Phi_{N+1})(x_N^+) - J(\Phi_{N-1})(x_N^-)).
\]

Using the periodic boundary conditions \( \Phi_1(x_1) = \Phi_N(x_N) \), and \( \Phi_0(x_1^-) = \Phi_{N-1}(x_N^-), \Phi_{N+1}(x_N^+) = \Phi_2(x_1^+) \), we have

\[
J_1 + J_2 = 0.
\]

This concludes the conservation property. □

We now present some useful bounds which will be used for the stability analysis.

**Lemma 3.1.** Let \( I = [a, b] \) be an interval of length \( |I| = b - a \), and \( v \in P^m(I) \), then

\[
|v(b)| \leq (m + 1)|I|^{-1/2} \|v\|_{L^2(I)},
\]

(3.1a)

\[
\|\partial_x v\|_{L^2(I)} \leq (m + 1) \sqrt{m(m + 2)} |I|^{-1} \|v\|_{L^2(I)}.
\]

(3.1b)

**Proof.** Rescaling so that \( I = [-1, 1] \). We consider the normalized Legendre polynomial vector basis \( \{\psi_i\}_{i=1}^{m+1} \), satisfying \( \int_{-1}^1 \psi_i(\xi) \psi_j(\xi) d\xi = \delta_{ij} \) for \( 1 \leq i, j \leq m + 1 \), and

\[
\psi_i(1) = \sqrt{\frac{2i - 1}{2}}, \quad \partial_\xi \psi_i(1) = \sqrt{\frac{2i - 1}{2}} \frac{i(i - 1)}{2}, \quad i = 1, \cdots, m + 1.
\]

(3.2)

Set \( \psi = (\psi_1, \cdots, \psi_{m+1})^T \) and \( v(\xi) = \sum_{i=1}^{m+1} a_i \psi_i(\xi) \), then

\[
\int_{-1}^1 |v|^2 d\xi = a^T \left( \int_{-1}^1 \psi \psi^T d\xi \right) a = \sum_{j=1}^{m+1} |a_j|^2 = \|a\|^2.
\]
On the other hand, \( v^2(\xi) = a^T \psi(\xi)(\psi(\xi))^T a \leq |\psi(\xi)|^2 |a|^2 \), so that
\[
v^2(1) \leq |a|^2 |\psi(1)|^2 = |a|^2 \sum_{i=1}^{m+1} \frac{2i-1}{2} = |a|^2 (m+1)^2/2.\]

Using integration by parts and \( \int_{-1}^{1} \psi_j(\xi) \partial^2_{\xi} \psi(\xi) = 0 \) we have
\[
\int_{-1}^{1} v^2 d\xi \leq |a|^2 \sum_{j=2}^{m+1} \int_{-1}^{1} |\partial_{\xi} \psi_j(\xi)|^2 d\xi = 2|a|^2 \sum_{j=2}^{m+1} \psi_j(1) \partial_{\xi} \psi_j(1)
= \frac{1}{2} |a|^2 \sum_{j=2}^{m+1} (2j-1)j(j-1) = \frac{1}{2} |a|^2 \sum_{j=2}^{m+1} (2j^2 - 3j^2 - j)
= \frac{1}{4} |a|^2 m(m+1)^2(m+2).
\]

The desired results follow. □

**Remark 3.2.** These estimates are known as inverse inequalities. Through a simple argument we show here how the explicit bounds can be obtained. The first bound is well known, see e.g. [27]. The second inequality may be found, say in [28, Lemma 3.3] with a slightly bigger bounding constant.

We next show that the semi-discrete AEDG scheme is \( L^2 \) stable for linear problems.

**Theorem 3.2.** Let \( \Phi \) be computed from the AEDG scheme for linear convection–diffusion equations with periodic boundary conditions
\[
\partial_t \phi + \alpha \partial_x \phi = \beta \partial_x^2 \phi.
\]

Then
\[
\frac{d}{dt} \left( \sum_{j=1}^{N-1} \int_{x_j}^{x_{j+1}} \Phi^2_{j+1} + \Phi^2_j \, dx \right) \leq -\beta \sum_{j=1}^{N-1} \int_{x_j}^{x_{j+1}} \left( \partial_x \Phi_{j+1} \right)^2 + \left( \partial_x \Phi_j \right)^2 \, dx,
\]
provided \( \epsilon \leq Q \Delta x^2 \) with
\[
Q = \frac{1}{\beta (k+1)^2 (17k+1)^2}.
\]

**Proof.** Taking \( \eta = \Phi_{2i} \equiv u \) in (2.3) for \( j = 2i \), and \( \eta = \Phi_{2i+1} \equiv v \) in (2.3) for \( j = 2i+1 \), respectively, it gives
\[
\frac{d}{dt} \int_{l_{2i}}^{u^2} \frac{dx}{2} + \int_{l_{2i}}^{J_x(v)u \delta x + ([f(v)]u + [a(v)]u_x)_{|x_{2i}}} = \frac{1}{\epsilon} \left( \int_{l_{2i}}^{uv} + \int_{l_{2i}}^{u^2} \delta x \right),
\]
\[
\frac{d}{dt} \int_{l_{2i+1}}^{v^2} \frac{dx}{2} + \int_{l_{2i+1}}^{J_x(u)v \delta x + ([f(u)]v + [a(u)]v_x)_{|x_{2i+1}}} = \frac{1}{\epsilon} \left( \int_{l_{2i+1}}^{uv} + \int_{l_{2i+1}}^{v^2} \delta x \right).
\]

Note that
\[
[a, b] = \cup_{i=1}^{N/2-1} l_{2i} + [x_{N-1}, x_N] = [x_1, x_2] + \cup_{i=1}^{N/2-1} l_{2i+1},
\]
we sum over all index and use (2.5)–(2.6) to obtain
\[
\frac{d}{dt} \int_{a}^{b} \frac{u^2}{2} \delta x + \left( \sum_{i=1}^{N/2-1} \int_{l_{2i}}^{x_{2i}} \int_{x_{N-1}}^{x_{2i}} \right) J_x(v)u \delta x + \sum_{i=1}^{N/2-1} ([f(v)]u + [a(v)]u_x)_{|x_{2i}}
+ \frac{1}{2} ([f(v)]u + [a(v)]u_x)_{|x_N} = \frac{1}{\epsilon} \int_{a}^{b} (uv - u^2) \delta x,
\]
\[
d\frac{d}{dt}\left(\int_a^b \frac{v^2}{2} dx + \left(\int_{x_1}^{x_2} + \sum_{i=1}^{N/2-1} \int_{x_{2i+1}}^{x_{2i}} \int f_x(u) vdx + \frac{1}{2} \left( [f(u)]v + [a(u)]v_x \right) \right)_{x_1}^{x_2} + \sum_{i=1}^{N/2-1} (\left( [f(u)]v + [a(u)]v_x \right) \right)_{x_{2i+1}}^{x_{2i}} = \frac{1}{\epsilon} \int_a^b (uv - v^2) dx.
\]

Adding these two relations up, we obtain

\[
d\frac{d}{dt}\int_a^b \frac{u^2 + v^2}{2} dx + J_1 + J_2 = -\frac{1}{\epsilon} \int_a^b (u - v)^2 dx,
\]

where all terms in \( J_1 \) and \( J_2 \) are expressed as follows:

\[
J_1 = \left( \sum_{i=1}^{N/2} \int_{x_{2i}}^{x_{2i+1}} \int f_x(u) vdx + \frac{1}{2} \left( [f(u)]v + [a(u)]v_x \right) \right)_{x_{2i-1}}^{x_{2i}} + \sum_{i=1}^{N/2-1} \int_{x_{2i+1}}^{x_{2i}} \int f_x(u) vdx + \frac{1}{2} \left( [f(u)]v + [a(u)]v_x \right)_{x_1}^{x_2} = \frac{1}{\epsilon} \int_a^b (uv - v^2) dx.
\]

Note that for \( f(w) = \alpha w - \beta w_x \) we have

\[
f_x(v)u + J_x(u)v = (f(uv))_x + 2\beta u_x v_x = (f(uv))_x - \beta(u_x - v_x)^2 + \beta(u_x^2 + v_x^2).
\]

We see that

\[
J_1 = -\sum_{i=2}^{N-1} \left( [f(uv)]_{x_i} - [f(uv)]_{x_i} + [f(uv)]_{x_i} + [f(uv)]_{x_i} \right) - \beta \int_a^b (u_x - v_x)^2 dx + \beta \int_a^b (u_x^2 + v_x^2) dx.
\]

For the computation of \( J_2 \), we first note that

\[
[f(v)]u + [a(v)]u_x = [\alpha v - \beta v_x]u + [\beta v]u_x
\]

\[
= [\alpha uv - \beta uv_x - \beta u_x v + \beta u_x v + \beta u_x v]
\]

\[
= [f(uv)] + 2\beta[v]u_x.
\]

Then, using periodic boundary conditions we can verify that

\[
f(uv)(x_1^+) = f(uv)(x_N^+), \quad f(uv)(x_N^+) = f(uv)(x_1^-),
\]

hence

\[
J_2 = \sum_{i=2}^{N-1} \left( [f(uv)]_{x_i} + 2\beta \left( [v]u_x_{x_{2i}} + [u]v_x_{x_{2i}} \right) + [f(uv)]_{x_i} - [f(uv)]_{x_i} \right)
\]

\[
+ \beta(\Phi_2(x_1^+) - \Phi_{N-1}(x_N^+))\Phi_1^+(x_1) + \beta(\Phi_2(x_1^-) - \Phi_{N-1}(x_N^-))\Phi_1^-(x_N).
\]

Using the periodic boundary condition \( \Phi_1(x_1) = \Phi_N(x_N) \), we have

\[
J_1 + J_2 = -\beta \int_a^b (u_x - v_x)^2 dx + \beta \int_a^b (u_x^2 + v_x^2) dx + 2\beta \sum_{i=1}^{N/2-1} \left( [v]u_x_{x_{2i}} + [u]v_x_{x_{2i+1}} \right)
\]

\[
+ \beta(\Phi_2(x_1^+) - \Phi_{N-1}(x_N^+))\Phi_1^+(x_1) + \beta(\Phi_2(x_1^-) - \Phi_{N-1}(x_N^-))\Phi_1^-(x_N).
\]

By Lemma 3.1, we have for \( \tau_j = (x_j, x_{j+1}) \),

\[
|u_x|_{x_{2i}} \leq (k+1)h^{-1/2} \min\{\|u_x\|_{L^2(\tau_{2i})}, \|u_x\|_{L^2(\tau_{2i-1})}\},
\]

\[
|v_x|_{x_{2i+1}} \leq (k+1)h^{-1/2} \min\{\|v_x\|_{L^2(\tau_{2i+1})}, \|v_x\|_{L^2(\tau_{2i})}\},
\]

\[
\|u - v\|_{x_l} \leq (k+1)h^{-1/2} \left( \|u - v\|_{L^2(\tau_{l-1})} + \|u - v\|_{L^2(\tau_{l})} \right).
\]
Using the fact that $ab \leq \frac{\delta a^2 + b^2}{4\delta}$, we can bound, for example, one term by

$$
\left| 2\beta \sum_{i=1}^{N/2-1} [v]u_x |_{x_i} \right| = 2\beta \sum_{i=1}^{N/2-1} [v - u]u_x |_{x_i}
\leq 2\beta \sum_{i=1}^{N/2-1} \frac{(k + 1)^2}{h} \left( \|v - u\|_{L^2(\tau_{2i-1})} + \|v - u\|_{L^2(\tau_{2i})} \right) \|u_x\|_{L^2(\tau_{2i})}
\leq 2\beta \left( \frac{(k + 1)^4}{h^2} \left( \int_{x_2}^{x_{N-2}} (v - u)^2 dx + \frac{1}{4} \int_{x_2}^{x_{N-1}} u_x^2 dx \right) \right).
$$

Similarly,

$$
\left| 2\beta \sum_{i=1}^{N/2-1} [u]v_x |_{x_{i+1}} \right| \leq 2\beta \left( \frac{(k + 1)^4}{h^2} \left( \int_{x_2}^{x_{N-2}} (v - u)^2 dx + \frac{1}{4} \int_{x_2}^{x_{N-1}} v_x^2 dx \right) \right).
$$

The terms at two end points using $\Phi_1(x_1) = \Phi_N(x_N)$ are

$$
\beta(\Phi_1(x_1^+) - \Phi_1(x_1) + \Phi_N(x_N) - \Phi_{N-1}(x_{N-1}^+)) \Phi_1'(x_1)(x_1 + u_x(x_N))
\leq \beta \frac{(k + 1)^2}{h} \left( \|u - v\|_{L^2(\tau_1)} + \|u - v\|_{L^2(\tau_{N-1})} \right) \left( \|v\|_{L^2(\tau_1)} + \|u_x\|_{L^2(\tau_{N-1})} \right)
\leq 2\beta \left( \frac{(k + 1)^4}{h^2} \left( \int_{x_1}^{x_2} (v - u)^2 dx + \frac{1}{4} \int_{x_1}^{x_{N-2}} v_x^2 dx \right) \right).
$$

Thus all terms involving $[v]u_x = [v - u]u_x$ and $[u]v_x = [u - v]v_x$ may be bounded from below by

$$
-\beta \frac{b}{a} \int_a^b (u_x^2 + v_x^2) dx - 16(k + 1)^4 \beta h^{-2} \int_a^b (u - v)^2 dx,
$$

leading to

$$
J_1 + J_2 \geq \frac{b}{a} \int_a^b (u_x^2 + v_x^2) dx - \beta \frac{b}{a} \int_a^b (u_x - v_x)^2 dx - 16(k + 1)^4 \beta h^{-2} \int_a^b (u - v)^2 dx.
$$

Hence using (3.1b) in Lemma 3.1 we have

$$
\int_a^b (u_x - v_x)^2 dx = \sum_{j=1}^{N-1} \int_{x_j}^{x_{j+1}} (u_x - v_x)^2 dx \leq \frac{k(k + 1)(k + 2)}{h^2} \int_a^b (u - v)^2 dx.
$$

Hence if $\epsilon \leq Q h^2$ with $Q$ as defined in (3.3), then

$$
\frac{d}{dt} \int_a^b \frac{u^2 + v^2}{2} dx + \frac{\beta}{2} \int_a^b (u_x^2 + v_x^2) dx \leq \left( \frac{1}{Q h^2} - \frac{1}{\epsilon} \right) \int_a^b (u - v)^2 dx \leq 0,
$$

which ends the proof. \( \square \)

4. Multi-dimensional case

We can construct AEDG schemes for multi-dimensional convection-diffusion equations

$$
\partial_t \phi + \nabla_x \cdot f(\phi) = \Delta a(\phi), \quad \phi(x, 0) = \phi_0(x), \quad x \in \mathbb{R}^d, \quad t > 0.
$$
Let \( \{x_\alpha\} \) be uniformly distributed grids in \( \mathbb{R}^d \). Consider \( I_\alpha \) be a hypercube centered at \( x_\alpha \) with vertices at \( x_\alpha \pm 1 \) where the number of vertices is \( 2^d \).

Centered at each grid \( \{x_\alpha\} \), the numerical approximation is a polynomial \( \Phi|_{I_\alpha} = \Phi_\alpha (x) \in P_r \), where \( P_r \) denotes a linear space of all polynomials of degree at most \( r \) in all \( x_i \):

\[
P_r := \{ p \mid p(x)|_{I_\alpha} = \sum_{0 \leq |\beta| \leq r} a_\beta (x-x_\alpha)^\beta, \quad 1 \leq i \leq d, \quad a_\beta \in \mathbb{R} \}.
\]

Sampling the AE system in \( I_\alpha \), we obtain the semi-discrete AEDG scheme

\[
\int_{I_\alpha} (\partial_t \Phi_\alpha + \nabla_x f(\Phi_\alpha) - \Delta a(\Phi_\alpha)) \eta dx = \frac{1}{\varepsilon} \int_{I_\alpha} (\Phi_\alpha - \Phi_\alpha) \eta dx + B, \tag{4.1}
\]

where

\[
B = \sum_{j=1}^d \int_{I_\alpha} \left( -[f(\Phi_j^SN_j)]\eta(x) + [\partial_x a(\Phi_j^SN)] \eta(x) - [a(\Phi_j^SN_j)] \eta_x \right) \delta(x_j - x_\alpha) dx.
\]

(4.2)

and \( \Phi_j^SN \) are sampled from neighboring polynomials. The choice of \( \Phi_j^SN \) is not unique, and we shall take

\[
\Phi_j^SN \in \text{span}(\Phi_\alpha \pm 1)_{j=1}^d.
\]

In the two dimensional case with \( \alpha = (j,k) \), the convection–diffusion equation is written as

\[
\partial_t \phi + \partial_x f(\phi) + \partial_y g(\phi) = \partial_x^2\phi(\phi) + \partial_y^2\phi(\phi).
\]

The semi-discrete scheme in two dimensional case thus has the following form:

\[
\int_{x_{j-1}y_{k-1}}^{x_{j+1}y_{k+1}} \left( \partial_t \Phi_{j,k} + \partial_x f(\Phi_{j,k}^SN) + \partial_y g(\Phi_{j,k}^SN) - \partial_x^2a(\Phi_{j,k}^SN) - \partial_y^2b(\Phi_{j,k}^SN) \right) \eta dy dx
\]

\[
= \frac{1}{\varepsilon} \int_{x_{j-1}y_{k-1}}^{x_{j+1}y_{k+1}} (\Phi_{j,k}^SN - \Phi_j^SN_k) dx dy - B.
\]

where the B term can be computed as

\[
B = - \int_{y_{k-1}}^{y_{k+1}} \left( f(\Phi_{j+1,k}^SN) - f(\Phi_{j-1,k}^SN) \right) \eta(y_j) dy
\]

\[
- \int_{x_{j-1}}^{x_{j+1}} \left( g(\Phi_{j,k+1}^SN) - g(\Phi_{j,k-1}^SN) \right) \eta(x_j) dx
\]

\[
+ \int_{x_{j-1}}^{x_{j+1}} \left( \partial_x a(\Phi_{j,k+1}^SN) - \partial_x a(\Phi_{j,k-1}^SN) \right) \eta(x_j) dy
\]

\[
+ \int_{y_{j-1}}^{y_{j+1}} \left( \partial_y b(\Phi_{j,k+1}^SN) - \partial_y b(\Phi_{j,k-1}^SN) \right) \eta(y_j) dx
\]

\[
- \int_{y_{k-1}}^{y_{k+1}} \left( a(\Phi_{j+1,k}^SN) - a(\Phi_{j-1,k}^SN) \right) \partial_y \eta(y_j) dy
\]

\[
- \int_{x_{j-1}}^{x_{j+1}} \left( b(\Phi_{j,k+1}^SN) - b(\Phi_{j,k-1}^SN) \right) \partial_x \eta(x_j) dx.
\]
Similar to the one dimensional case, other terms are as follows:

\[
\int_{x_{j-1}}^{x_{j+1}} \int_{y_{k-1}}^{y_{k+1}} \left( \partial_x f(\Phi_{j,k}^{SN}) + \partial_y g(\Phi_{j,k}^{SN}) \right) \eta \, dy \, dx = \int_{x_{j-1}}^{x_{j+1}} \int_{y_{k-1}}^{y_{k+1}} \left( \partial_x f(\Phi_{j+1,k}) + \partial_y g(\Phi_{j,k+1}) \right) \eta(x,y) \, dy \, dx
\]

\[
+ \int_{x_{j-1}}^{x_{j+1}} \int_{y_{k-1}}^{y_{k+1}} \left( \partial_x f(\Phi_{j,k-1}) + \partial_y g(\Phi_{j,k}) \right) \eta(x,y) \, dy \, dx
\]

A similar computation is used for

\[
\int_{x_{j-1}}^{x_{j+1}} \int_{y_{k-1}}^{y_{k+1}} \left( -\partial_x^2 a(\Phi_{j,k}^{SN}) - \partial_y^2 b(\Phi_{j,k}^{SN}) \right) \eta \, dy \, dx. \quad \text{An average of two neighboring polynomials}
\]

\[
\Phi_{j\pm 1,k} \text{ and } \Phi_{j,k\pm 1}
\]

will be used to evaluate

\[
\int_{x_{j-1}}^{x_{j+1}} \int_{y_{k-1}}^{y_{k+1}} \Phi_{j,k}^{SN} \eta \, dy \, dx, \text{ that is}
\]

\[
\int_{x_{j-1}}^{x_{j+1}} \int_{y_{k-1}}^{y_{k+1}} \Phi_{j,k}^{SN} \eta \, dy \, dx = \frac{1}{2} \int_{x_j}^{x_{j+1}} \int_{y_k}^{y_{k+1}} (\Phi_{j+1,k} + \Phi_{j,k+1}) \eta(x,y) \, dy \, dx
\]

\[
+ \frac{1}{2} \int_{x_j}^{x_{j+1}} \int_{y_{k-1}}^{y_{k}} (\Phi_{j+1,k} + \Phi_{j,k-1}) \eta(x,y) \, dy \, dx
\]

\[
+ \frac{1}{2} \int_{x_{j-1}}^{x_j} \int_{y_k}^{y_{k+1}} (\Phi_{j-1,k} + \Phi_{j,k+1}) \eta(x,y) \, dy \, dx
\]

\[
+ \frac{1}{2} \int_{x_{j-1}}^{x_j} \int_{y_{k-1}}^{y_k} (\Phi_{j-1,k} + \Phi_{j,k-1}) \eta(x,y) \, dy \, dx.
\]

Boundary conditions are taken the same as in [18].

**Remark 4.1.** For non-uniform distributed grids, one needs to identify a small neighborhood for each \(x_\alpha\), labeled as \(I_\alpha\), so that each \(I_\alpha\) overlaps with neighboring \(I_{\alpha'}\), which may not be hypercubes. This set-up corresponds to unstructured meshes.

5. Numerical tests

In this section, we present some numerical tests for the proposed AEDG method. The numerical examples selected are all classical benchmark tests.

We compute the errors as

\[
\|e\|_{L^1} = \sum_i \left[ \sum_{j \in K_i^j} \int_{K_i^j} |\Phi_i(x) - \phi^{exact}(x)| \, dx \right],
\]

\[
\|e\|_{L^\infty} = \max_i \max_j |\Phi_i(x_j) - \phi^{exact}(x_j)|.
\]
Table 1
\[\text{\(L^1\) and \(L^\infty\) (using (5.4)) comparison for Example 5.1 at time \(T = 0.1\) using \(P^1\) polynomials with \(\epsilon = 0.25\Delta t^2\).}\]

<table>
<thead>
<tr>
<th>(N - 1)</th>
<th>Scheme</th>
<th>(L^1) error</th>
<th>(L^1) order</th>
<th>(L^\infty) error</th>
<th>(L^\infty) order</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>AEDG</td>
<td>0.20712213</td>
<td></td>
<td>0.06704600</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>AEDG</td>
<td>0.05198972</td>
<td>1.994</td>
<td>0.01761377</td>
<td>1.928</td>
</tr>
<tr>
<td>40</td>
<td>AEDG</td>
<td>0.01258497</td>
<td>2.046</td>
<td>0.00448945</td>
<td>1.972</td>
</tr>
<tr>
<td>80</td>
<td>AEDG</td>
<td>0.00301877</td>
<td>2.050</td>
<td>0.00012454</td>
<td>1.997</td>
</tr>
<tr>
<td>160</td>
<td>AEDG</td>
<td>7.42929124e-04</td>
<td>2.032</td>
<td>2.78120329e-04</td>
<td>2.015</td>
</tr>
<tr>
<td>320</td>
<td>AEDG</td>
<td>1.93290051e-04</td>
<td>1.942</td>
<td>6.62448737e-05</td>
<td>2.069</td>
</tr>
</tbody>
</table>

Table 2
\[\text{\(L^1\) and \(L^\infty\) (using (5.4)) comparison for Example 5.1 at time \(T = 0.1\) using \(P^2\) polynomials with \(\epsilon = 0.1\Delta t^2\).}\]

<table>
<thead>
<tr>
<th>(N - 1)</th>
<th>Scheme</th>
<th>(L^1) error</th>
<th>(L^1) order</th>
<th>(L^\infty) error</th>
<th>(L^\infty) order</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>AEDG</td>
<td>0.00640223</td>
<td>3.08370626e-04</td>
<td>3.850</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>AEDG</td>
<td>0.005198972</td>
<td>3.3103</td>
<td>1.975</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>AEDG</td>
<td>0.01258497</td>
<td>2.046</td>
<td>0.00106009</td>
<td>1.989</td>
</tr>
<tr>
<td>80</td>
<td>AEDG</td>
<td>0.00301877</td>
<td>2.050</td>
<td>0.97309010e-04</td>
<td>1.997</td>
</tr>
<tr>
<td>160</td>
<td>AEDG</td>
<td>7.42929124e-04</td>
<td>2.032</td>
<td>1.74394348e-04</td>
<td>1.999</td>
</tr>
<tr>
<td>320</td>
<td>AEDG</td>
<td>1.93290051e-04</td>
<td>1.942</td>
<td>4.36037822e-05</td>
<td>1.999</td>
</tr>
</tbody>
</table>

Table 3
\[\text{\(L^1\) and \(L^\infty\) (using (5.2)) comparison for Example 5.1 at time \(T = 0.1\) using \(P^1\) polynomials with \(\epsilon = 0.25\Delta t^2\).}\]

<table>
<thead>
<tr>
<th>(N - 1)</th>
<th>Scheme</th>
<th>(L^1) error</th>
<th>(L^1) order</th>
<th>(L^\infty) error</th>
<th>(L^\infty) order</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>AEDG</td>
<td>0.20712213</td>
<td></td>
<td>0.04349875</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>AEDG</td>
<td>0.05198972</td>
<td>1.994</td>
<td>0.01106009</td>
<td>1.975</td>
</tr>
<tr>
<td>40</td>
<td>AEDG</td>
<td>0.01258497</td>
<td>2.046</td>
<td>0.00278477</td>
<td>1.989</td>
</tr>
<tr>
<td>80</td>
<td>AEDG</td>
<td>0.00301877</td>
<td>2.050</td>
<td>0.97309010e-04</td>
<td>1.997</td>
</tr>
<tr>
<td>160</td>
<td>AEDG</td>
<td>7.42929124e-04</td>
<td>2.032</td>
<td>1.74394348e-04</td>
<td>1.999</td>
</tr>
<tr>
<td>320</td>
<td>AEDG</td>
<td>1.93290051e-04</td>
<td>1.942</td>
<td>4.36037822e-05</td>
<td>1.999</td>
</tr>
</tbody>
</table>

Table 4
\[\text{\(L^1\) and \(L^\infty\) (using (5.2)) comparison for Example 5.1 at time \(T = 0.1\) using \(P^2\) polynomials with \(\epsilon = 0.1\Delta t^2\).}\]

<table>
<thead>
<tr>
<th>(N - 1)</th>
<th>Scheme</th>
<th>(L^1) error</th>
<th>(L^1) order</th>
<th>(L^\infty) error</th>
<th>(L^\infty) order</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>AEDG</td>
<td>0.20712213</td>
<td></td>
<td>0.06909727</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>AEDG</td>
<td>0.05198972</td>
<td>1.994</td>
<td>8.80195411e-04</td>
<td>2.972</td>
</tr>
<tr>
<td>40</td>
<td>AEDG</td>
<td>0.01258497</td>
<td>2.046</td>
<td>1.10010792e-04</td>
<td>3.000</td>
</tr>
<tr>
<td>80</td>
<td>AEDG</td>
<td>0.00301877</td>
<td>2.050</td>
<td>1.37433998e-05</td>
<td>3.000</td>
</tr>
<tr>
<td>160</td>
<td>AEDG</td>
<td>7.42929124e-04</td>
<td>2.032</td>
<td>1.71513748e-06</td>
<td>3.002</td>
</tr>
<tr>
<td>320</td>
<td>AEDG</td>
<td>1.93290051e-04</td>
<td>1.942</td>
<td>2.14242249e-07</td>
<td>3.001</td>
</tr>
</tbody>
</table>

where the indices \(i\) correspond to the original mesh with \(x \in K_i = [x_{i-1/2}, x_{i+1/2}] \subset I_i\), \(J\) indicates a finer mesh \(K_i^J\) such that \(\bigcup_{j=1}^N K_i^J = K_i\), and \(\phi^{\text{exact}}(x)\) is the exact solution, or the reference solution.

Example 5.1. We consider the linear equation
\[\partial_t \phi + \partial_x \phi = \beta \partial_x^2 \phi\]
with initial data
\[\phi(x, 0) = \sin(x)\]
on \([0, 2\pi]\) with periodic boundary conditions. The exact solution is \(\phi(x, t) = \exp(-\beta t) \sin(x - t)\). We take \(\beta = 0.001\) and the final time \(T = 0.1\). We expect to observe \((k + 1)\)-th order of accuracy for \(P^k\) polynomials.

We point out that for DG methods superconvergence is often observed at some special points. To see this, we measure the error in \(L^\infty\)-norm by using only grid points,
\[\|e\|_{L^\infty} = \max_i \|\Phi_i(x_i) - \phi^{\text{exact}}(x_i)\|,\]

as shown in Tables 1 and 2, superconvergence of order 4 in \(L^\infty\) for \(P^2\) polynomials is indeed observed as shown in Table 2, see also Table 8.

When more sample points are used in the \(L^\infty\) norm as defined in (5.2), we no longer observe superconvergence, only the desired \((k + 1)\)-th order for \(P^k\) polynomials, as seen in Tables 3 and 4.
Table 5
$L^1$ and $L^\infty$ (using (5.2)) comparison for Example 5.1 at time $T = 0.1$ using $P^1$ polynomials with $\epsilon = 0.05 \Delta x^2$.

<table>
<thead>
<tr>
<th>$N - 1$</th>
<th>Scheme</th>
<th>$L^1$ error</th>
<th>$L^1$ order</th>
<th>$L^\infty$ error</th>
<th>$L^\infty$ order</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>AEDG</td>
<td>0.23708181</td>
<td></td>
<td>0.08716931</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>AEDG</td>
<td>0.06046435</td>
<td>1.971</td>
<td>0.02384041</td>
<td>1.870</td>
</tr>
<tr>
<td>40</td>
<td>AEDG</td>
<td>0.01516808</td>
<td>1.995</td>
<td>0.00610681</td>
<td>1.964</td>
</tr>
<tr>
<td>80</td>
<td>AEDG</td>
<td>0.00384927</td>
<td>1.978</td>
<td>0.00153262</td>
<td>1.994</td>
</tr>
<tr>
<td>160</td>
<td>AEDG</td>
<td>0.00101861</td>
<td>1.917</td>
<td>3.7920552e−04</td>
<td>2.014</td>
</tr>
<tr>
<td>320</td>
<td>AEDG</td>
<td>2.8898900e−04</td>
<td>1.817</td>
<td>9.0325526e−05</td>
<td>2.069</td>
</tr>
</tbody>
</table>

Table 6
$L^1$ and $L^\infty$ (using (5.2)) comparison for Example 5.1 at time $T = 0.1$ using $P^1$ polynomials with $\epsilon = 0.01 \Delta x^2$.

<table>
<thead>
<tr>
<th>$N - 1$</th>
<th>Scheme</th>
<th>$L^1$ error</th>
<th>$L^1$ order</th>
<th>$L^\infty$ error</th>
<th>$L^\infty$ order</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>AEDG</td>
<td>0.56733894</td>
<td></td>
<td>0.18503204</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>AEDG</td>
<td>0.16182547</td>
<td>1.919</td>
<td>0.05427548</td>
<td>1.769</td>
</tr>
<tr>
<td>40</td>
<td>AEDG</td>
<td>0.04278443</td>
<td>1.928</td>
<td>0.01416051</td>
<td>1.938</td>
</tr>
<tr>
<td>80</td>
<td>AEDG</td>
<td>0.01123781</td>
<td>1.953</td>
<td>0.00357067</td>
<td>1.987</td>
</tr>
<tr>
<td>160</td>
<td>AEDG</td>
<td>0.00298459</td>
<td>1.953</td>
<td>8.84491331e−04</td>
<td>2.013</td>
</tr>
<tr>
<td>320</td>
<td>AEDG</td>
<td>7.7069789e−04</td>
<td>1.817</td>
<td>2.10761844e−04</td>
<td>2.069</td>
</tr>
</tbody>
</table>

Fig. 1. AEDG scheme for Example 5.2 with $m = 2$ using $P^2$ polynomials and $N = 101$ at $T = 1$.

We next test the effect of using different values of $\epsilon$ satisfying (2.8). We take $\epsilon = 0.05 \Delta x^2, 0.01 \Delta x^2$ as can be seen in Tables 5 and 6. We observe 2nd order of accuracy in both $L^1$ and $L^\infty$ norms with the actual error increasing as $\epsilon$ decreases.

Example 5.2. The typical porous medium equation in one dimensional case can be written as follows:

$$\partial_t \phi = \partial_x^2 (\phi^m), \quad m > 1.$$  \hspace{1cm} (5.5)

We test the proposed scheme using the Barenblatt solution:

$$B_m(x, t) = t^{-k} \left[ 1 - \frac{k(m - 1)}{2m} \left\lfloor \frac{m-1}{2} \right\rfloor \right]^{1\frac{m-1}{2}}, \quad k = \frac{1}{m+1},$$  \hspace{1cm} (5.6)

which is an exact solution to (5.5) with compact support. We compute the numerical solution with initial data $B_m(x, 1)$ and zero boundary conditions, up to final time $T = 1$; for both initial data (solid line) and numerical solutions (x's) see Fig. 1 for $m = 2$ and Fig. 2 for $m = 3$, both using polynomials of degree 2. A sharp resolution of the solution at the corner is observed for $m = 2$, but we see a bit of undershoot at the corner for $m = 3$. In our numerical solutions we do not use any limiter, which when used can prevent numerical oscillations.

Example 5.3. Another standard numerical test is the scalar convection–diffusion Buckley–Leverett equation, which is a model often used in reservoir simulations (two-phase flow), see e.g., [12,13]:

$$\partial_t \phi + \partial_x f(\phi) = \beta \partial_x (v(\phi) \partial_x \phi),$$  \hspace{1cm} (5.7)
Fig. 2. AEDG scheme for Example 5.2 with $m = 3$ using $P^2$ polynomials and $N = 101$ at $T = 1$.

Fig. 3. AEDG scheme for Example 5.3 at $T = 0.2$ using $P^2$ polynomials and $N = 101$.

where $f$ has an s-shape:

$$f(\phi) = \frac{\phi^2}{\phi^2 + (1 - \phi)^2},$$

and

$$\nu(\phi) = 4\phi(1 - \phi)1_{0 \leq \phi \leq 1}.$$

The numerical solution using polynomials of degree 2 is computed with $\beta = 0.01$, and initial and boundary conditions as

$$\phi(x, 0) = (1 - 3x)1_{0 \leq x \leq 1/3}, \quad \phi(0, t) = 1, \quad \phi(1, t) = 0.$$

The final time is $T = 0.2$. Both the initial data and the numerical solution computed by the AEDG scheme for grid points with $N = 101$ are presented in Fig. 3. No exact solution to this model problem is available, but if compared with the numerical solutions reported in [13], our solutions seem to converge to the correct entropy solution, except for some oscillations near the shock, see Fig. 3. We point out that no limiter is used in our numerical solutions, yet some minmod-like limiters are used in [13] to prevent numerical oscillations.

Example 5.4. We test the 2D accuracy by solving

$$\partial_t \phi + \partial_x \phi + \partial_y \phi = \beta \Delta \phi, \quad \phi(x, y, 0) = \sin(2\pi(x + y))$$

on $[0, 1]^2$ with periodic boundary conditions. The exact solution is

$$\phi(x, y, t) = \exp(-8\pi^2 \beta t) \sin(2\pi(x + y - 2t)).$$
We take $\beta = 0.0001$ and the final time $T = 0.1$. The results are shown in Tables 7 and 8 with $L^\infty$ norm defined in (5.4) and show that we get the desired order for $P^1$ and $P^2$ polynomials. Again superconvergence of order 4 in $L^\infty$ for $P^2$ polynomials is observed as shown in Table 8.

We then take the $L^\infty$ norm to be the same as in (5.2). Superconvergence is no longer observed as seen in Tables 9 and 10.

**Example 5.5.** We test the two dimensional porous medium equation of the form

$$\partial_t \phi = \Delta (\phi^2)$$

(5.9)

on $[-1, 1]^2$ with periodic boundary conditions. The initial condition is taken as

$$\phi(x, y, 0) = 1_{[-0.5, 0.5]^2}.$$

We compute our numerical solution up to time $T = 0.02$, see the contour plot in Fig. 4. We can see that numerical solutions remain positive, and no oscillations are observed, see also the section view along line $x = y$ in Fig. 5.

6. Concluding remarks

In this paper we have proposed a simple alternating evolution discontinuous Galerkin (AEDG) method for solving convection–diffusion equations. The AEDG schemes avoid the choice of numerical fluxes and provide high order approximating polynomials near each grid point. The scheme parameter is bigger than the time step, but less than $Q \Delta x^2$ under which the stability of the scheme is established. In addition, since the method does not rely on the divergence form of the underlying PDEs, it can be applied to fully nonlinear second order PDEs, which is under our current investigation.
Fig. 4. Contour plot for Example 5.5 at time $T = 0.02$ with $N_x = N_y = 41$ using $P^2$ polynomials.

Fig. 5. AEDG plot along the line $y = x$ at time $T = 0.02$ with $N_x = N_y = 41$ using $P^2$ polynomials.
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